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Abstract

Results on φ meson production in inelastic p + p collisions at CERN SPS energies are presented. They are derived from data collected by the NA61/SHINE fixed target experiment, by means of invariant mass spectra fits in the φ → K⁺K⁻ decay channel. They include the first ever measured double differential spectra of φ mesons as a function of rapidity y and transverse momentum pT for proton beam momenta of 80 GeV/c and 158 GeV/c, as well as single differential spectra of y or pT for beam momentum of 40 GeV/c. The corresponding total φ yields per inelastic p + p event are obtained. These results are compared with existing data on φ meson production in p + p collisions. The comparison shows consistency but superior accuracy of the present measurements. The emission of φ mesons in p + p reactions is confronted with that occurring in Pb + Pb collisions, and the experimental results are compared with model predictions. It appears that none of the considered models can properly describe all the experimental observations.

1 Introduction

The motivation for studying particle production in proton–proton collisions is twofold. Firstly, such data are necessary to characterize soft hadronic interactions and to develop phenomenological models which are then used to describe the observable final states. Particle yields (only) are generally well described by statistical particle production models, see e.g. Ref. [1], while complete particle spectra are computed in e.g. microscopic (string) models [2–4]. Secondly, they are considered as a trivial reference in the search for collective effects in heavy ion collisions at moderate energies (at high energies and for large multiplicities even p + p collisions exhibit collective effects [5–7]). In this context the φ meson is one of the most interesting hadrons, because it consists of an s and an ĝ valence quark with only small admixtures of light valence quarks. Its net strangeness vanishes, which means that in a pure hadron scenario, φ production is insensitive to strangeness-related effects. On the other hand, if partonic degrees of freedom are significant, the φ will behave like a doubly-strange particle. Therefore φ mesons are expected to play a key role in studies of phenomena related to the phase transition separating the confined hadron and deconfined parton phase, the quark-gluon plasma. The transition is considered to occur in heavy ion collisions in the lower CERN SPS energy regime [8]. Such parton matter may (can) be detected in the final state of nuclear collisions by studying the onset of medium effects which cannot be explained by hadron processes. Doubly-strange hadrons are considered to be sensitive to those medium effects. Thus the results on φ production at beam momenta of 40 GeV/c, 80 GeV/c, and 158 GeV/c presented in this paper serve as a pure hadron scenario reference for the comparison with results measured in nuclear collisions at the same energy.

Production of φ mesons has been measured in colliding systems ranging from e⁻ + e⁺ to Pb + Pb reactions, and at energies from GSI SIS to CERN LHC accelerators. In this paper double differential yields of φ mesons produced in proton–proton collisions at 80 GeV/c and 158 GeV/c as well as single differential yields at 40 GeV/c are presented and compared with published experimental data on p + p interactions [9–20], and on Pb + Pb collisions at the same energy [21]. For p + p collisions, measurements exist of differential and total inclusive cross-sections at CERN SPS and ISR energies [9–12]. The NA49 collaboration published single differential spectra of rapidity and transverse momentum at the incoming beam energy of 158 GeV [13], allowing for direct comparison with the present work. At higher collision energies mainly the midrapidity region of φ production is known experimentally [15–19], with the exception of double differential cross-sections measured in the forward region by the LHCb experiment [20].

For the purpose of the comparison between p + p and Pb + Pb reactions, the present analysis operates on multiplicities of φ mesons produced per inelastic p + p collision rather than cross-sections. Note that the latter can be transformed into the former using tables of total (σtot) and elastic (σel) proton–proton cross-sections as a function of collision energy [22]:

\[ n = \frac{\sigma}{\sigma_{\text{tot}} - \sigma_{\text{el}}}, \]

where \( n \) is the multiplicity per inelastic interaction while \( \sigma \) is the cross-section for φ production.

This paper is the fourth in a series of the NA61/SHINE collaboration presenting experimental results on particle production in p + p interactions at CERN SPS energies. The relevant details of beam, target, experimental setup, and event selection were already described in previous publications [23–25]. Therefore Sect. 2 contains only a short description of the NA61/SHINE spectrometer, of the data samples, and
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Fig. 1 Schematic layout of the NA61/SHINE detector system (horizontal cut in the beam plane, not to scale). Also outlined are the coordinate system used in the experiment and the beam detector configuration used with secondary proton beams in 2009.
ton is absent downstream of the target. There was, however, a non-negligible probability that a charged particle from an inelastic collision hits S4 and inhibits the recording of the associated event. This bias is taken into account by a Monte Carlo correction. The target was a liquid hydrogen vessel. It was a 20 cm long (2.8 % of nuclear interaction length) cylinder with a diameter of 3 cm. The liquid hydrogen had a density of approximately 0.07 g/cm³.

The main components of the detection system used in the analysis are four large volume Time Projection Chambers (TPC). Two of them, called Vertex TPCs (VTPC), are located approximately 80 cm downstream of the target centered inside superconducting magnets which provide a maximum combined bending power of 9 Tm. Two further TPCs (MTPC) are placed side by side in the field free region behind the magnets. The TPCs are filled with Ar:CO₂ gas mixtures in proportions 90:10 for the VTPCs and 95:5 for the Main TPCs. Two walls of pixel Time-of-Flight (ToF-L/R) detectors are placed symmetrically to the beamline downstream of the Main TPCs. Each wall contains 891 individual scintillation detectors with rectangular dimensions, each having a single photomultiplier tube glued to the short side. The scintillators have a thickness of 23 mm matched to the photocathode diameter, a height of 34 mm and horizontal width of 60, 70 or 80 mm, with the shortest scintillators positioned closest to the beamline and the longest on the far end. A GAP-TPC (GTPC) between VTPC-1 and VTPC-2 improves the acceptance for high-momentum forward-going particles. The TPCs record the tracks and energy loss (dE/dx) of the charged particles produced in the collision. Their momentum vectors are calculated from the track parameters and the magnetic field.

The present analysis was performed on minimum bias proton–proton collision data at three beam momenta 158, 80 and 40 GeV/c. The recorded and selected event statistics are shown in Table 1. The difference between the two numbers is caused by the event selection cuts (see below).

A large sample of Monte Carlo (MC) events was generated in order to estimate the corrections for detector and analysis deficiencies. The MC samples contained 20 million p + p events at each collision energy. These were generated using the EPOS 1.99 model [26,27] available within the CRMC 1.4 package [30]. The detector response was simulated using the GEANT 3.21 package [31]. Event reconstruction was performed by the same NA61/SHINE software version as used for the treatment of experimental data. Two modifications were applied to the original EPOS code: the natural width of the φ resonance was adjusted to its PDG value [32]; the branching ratio for the φ → K⁺K⁻ decay channel was set to 100 % to increase the number of detectable φ decays. By virtue of the relatively small φ multiplicity, this latter change has no significant effect on the overall event characteristics and thus does not bias the obtained corrections. EPOS was chosen as event generator, because other tested models performed worse in comparison with NA61/SHINE results on hadron production in hadron-hadron and hadron-nucleus interactions [24,33–35].

Well studied cuts were applied to obtain a clean sample of inelastic p + p events (see Ref. [25]). These include the requirements of the reconstruction of the interacting beam particle in the Beam Position Detectors and of the interaction point well inside the target vessel. Furthermore, events with a single, well measured positively charged track with absolute momentum close to the beam momentum were rejected. These are considered to be elastic events in which the beam proton scattered elastically into the acceptance of the TPCs. This rejection was needed only for the two lower beam momenta, because at 158 GeV/c the veto counter intercepted essentially all of the forward going protons from elastic p + p interactions [25].

<table>
<thead>
<tr>
<th>ρbeam [GeV/c]</th>
<th>Recorded</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>158</td>
<td>3.5 · 10⁶</td>
<td>1.3 · 10⁶</td>
</tr>
<tr>
<td>80</td>
<td>4.5 · 10⁶</td>
<td>1.3 · 10⁶</td>
</tr>
<tr>
<td>40</td>
<td>5.2 · 10⁶</td>
<td>1.6 · 10⁶</td>
</tr>
</tbody>
</table>

### Table 1

Number of events recorded in 2009 and selected for the φ analysis.
parametrizations of the signal and of the background to the invariant mass distributions. The trajectories of the charged particles (the tracks) used in the invariant mass analysis are reconstructed using TPC data. The reconstructed tracks are subjected to quality checks to select particles produced in the primary interaction, to ensure good momentum resolution, and to reduce fakes. For a complete description of the track cuts see Ref. [36]. Their distance of closest approach to the interaction point (main vertex) must not exceed 4 cm in the bend plane and 2 cm in the plane spanned by the beam and magnetic field direction. A further criterion requires that the tracks consist of more than 30 clusters (‘points’). This ensures reasonable $dE/dx$ resolution. In addition the number of clusters per track reconstructed in the magnetic field must be larger than 15 in the VTPCs or more than 4 in the GAP TPC. This ensures reasonable momentum determination accuracy.

The efficient selection of kaon candidates is of great importance for the $\phi$ resonance analysis. It is mainly based on the momentum and energy loss measurements along the trajectories of the charged particles in the TPCs. The correlation of both quantities for all accepted positively charged particles is shown in Fig. 2a in terms of their momenta and (truncated) mean energy losses $dE/dx$. Kaon candidates are selected by a momentum-dependent $dE/dx$ window around the expectation value. The size of this window was chosen such that the possible loss of kaons is small. This is achieved by selecting tracks with $dE/dx$ within $\pm 5\%$ of the nominal $dE/dx$ curve as given by the Bethe-Bloch formula. The experimental $dE/dx$ resolution is roughly 5%. The upper and lower limits of this cut are visualized as black lines in Fig. 2a. Particle time-of-flight information is available near midrapidity and is used to reject those particles which are not a charged kaon. An example is shown in Fig. 2b where particles outside the pink circle are rejected. The details of the time-of-flight measurement and calibration were described in Ref. [37].

The goal of the present analysis is to obtain the $\phi$ meson production yields in bins of rapidity $y$ and transverse momentum $p_T$. This requires the study of the invariant mass distributions for each considered $(y, p_T)$ bin. Several types of binning in rapidity and transverse momentum are used. They are all illustrated in Fig. 3. For comparison with other existing experimental data the results presented here are sometimes determined also in $(y, m_T - m_0)$ bins, where $m_0$ is the rest mass of the $\phi$ meson.

The invariant mass spectrum of $\phi$ candidates in the $(y, p_T)$ bin specified in Fig. 3d is shown in Fig. 4. The $\phi$ signal peaks around 1020 MeV/c$^2$ on a more or less structureless background. The signal is parametrized with a function which contains two components that take into account the natural shape of the resonance and its broadening due to the detector resolution. The first component is described by a relativistic Breit-Wigner function:

$$L(x; m_{\phi}, \Gamma) \propto \frac{x \Gamma_x(x)}{\left(x^2 - m_{\phi}^2\right)^2 + m_{\phi}^2 \Gamma_x^2(x)},$$

with

$$\Gamma_x(x) = 2\Gamma \left(\frac{q(x)}{q(m_{\phi})}\right)^3 \frac{q^2(m_{\phi})}{q^2(x) + q^2(m_{\phi})},$$

and

$$q(x) = \sqrt{\frac{1}{4} x^2 - m_K^2},$$

where $m_{\phi}$ is the peak position (expected to be equal, within uncertainties, to the mass of the $\phi$ meson), $\Gamma$ is the natural width of the $\phi$, and $m_K$ is the kaon mass. This parametrization was adopted from Ref. [21] and first introduced in Ref. [38].
The second component is described by the q-Gaussian function:

\[ G(x; \sigma, q) \propto \left[ 1 + (q - 1) \frac{x^2}{2\sigma^2} \right]^{-\frac{1}{q-1}}, \]

(3)

where \( \sigma \) is the width and \( q \) the shape parameter. The choice of this parametrization is discussed in Ref. [36]. As stated there, the parameter \( q \) is not fitted to data but fixed using a Monte Carlo study of the experimental invariant mass resolution. It no longer appears as a parameter of the function \( G \).

The resulting resonance peak function is given by the convolution of Eqs. (2) and (3):

\[ V(x; m_\phi, \sigma, \Gamma) = L * G \]

\[ = \int_{-\infty}^{+\infty} G(x'; \sigma) L(x - x'; m_\phi, \Gamma) dx'. \]

(4)

In practice, it is not possible to simultaneously fit the two width parameters, \( \sigma \) and \( \Gamma \). Therefore the \( \Gamma \) parameter is fixed to its PDG value and dropped from the list of fitted parameters in all further equations.

A reliable description of the background under the \( \phi \) signal must take into account that the signal is close to the lower kinematical limit of the invariant mass given by the mass of two kaons. We use the ARGUS function [39] to describe the background under the \( \phi \) signal. The function has two shape parameters and reads:

\[ B(x; k, p) = \begin{cases} 0 & \text{for } x \leq 2m_K \\ z(x) \cdot \left( 1 - \frac{z^2(x)}{x_{\text{max}}^2} \right)^p & \text{for } x > 2m_K \end{cases}, \]

(5a)

with

\[ z(x) = 2m_K + x_{\text{max}} - x, \]

(5b)

where \( k \) is a shape parameter corresponding to \(-\frac{1}{2}x^2\) in the Wikipedia formula for the ARGUS distribution, \( p \) is the power as in the generalized ARGUS distribution, \( m_K \) is the kaon mass and \( x_{\text{max}} \) is the right boundary of the \( m_{\text{inv}} \) histogram. Note that in this parametrization, based on the class RooArgusBG from [40], \( k \) can be any real number. The
Fig. 4 Example of a fitted invariant mass spectrum of kaon pair candidates in a large \( \phi \) phase space region as defined in Fig. 3d, obtained for inelastic p+p interactions at 158 GeV/c. Both kaon candidates are subjected to the identification procedure. The signal shape parameters \( m_\phi \) and \( \sigma \) resulting from this fit are used to constrain the fits in fine binned \( \phi \) phase space. The blue curve represents the fitted function defined by Eq. (6), while the red curve represents the background component. Its shape is given by the ARGUS function. See the text for details.

The complete function used to fit the invariant mass spectrum is shown as blue curve in Fig. 4. It is defined as:

\[
f(m_{\text{inv}}) = N_p V(m_{\text{inv}}; m_\phi, \sigma) + N_{\text{bkg}} B(m_{\text{inv}}; k, p),
\]

where \( V(m_{\text{inv}}; m_\phi, \sigma) \) is given by Eq. (4) and \( B(m_{\text{inv}}; k, p) \) by Eq. (5). Both are normalised in such a way that \( N_p \) and \( N_{\text{bkg}} \) are the number of signal and background pairs in the mass distribution.

Fig. 5 Illustration of a simultaneous tag-and-probe fit for the same data as shown in Fig. 4 with only one of the kaon candidates subjected to the particle identification conditions (left) and same data as Fig. 4 with both kaon candidates subjected to the PID procedures (right). Note that here the resonance signal parameters are kept fixed and the new parameter \( \varepsilon \) is introduced. The blue curves represent the fitting function defined by Eq. (8) and the red curves the background. See text for description of quoted parameters.

3.1 The tag-and-probe method

The procedure used to extract the \( \phi \) yields follows the approach introduced by the LHCb [20] and ATLAS [19] collaborations. It is called the “tag-and-probe method” and automatically corrects for losses due to kaon candidate identification inefficiencies. The procedure uses two data samples which differ only in the particle identification conditions. Either both partners or at least one partner of the pair are required to fulfill the PID condition selecting a kaon candidate. The former requirement leads to the probe sample of particle pairs entering the invariant mass distribution (see Fig. 5). The tag sample is shown in the left panel of Fig. 5. The difference between the probe sample and the tag sample is a much better signal to background ratio in the former, because of the more complete PID information. The large increase of the background in the latter is predominantly caused by misidentified pions. This gives room for a signal from the decay of the \( K^*(892)^0 \) resonance visible as a bump above the background at about 1075 MeV/c².

The simultaneous description of the invariant mass distributions built from the tag and probe samples has a new parameter \( \varepsilon \) which is the efficiency of kaon selection (i.e. the probability that the kaon is accepted by the PID cut). It correlates the total number of \( \phi \) mesons (\( N_\phi \)) in the event ensemble with the number of \( \phi \) mesons in tag sample \( N_t \) and in the probe sample \( N_p \). For the tag sample the correlation reads:

\[
N_t(N_\phi, \varepsilon) = N_\phi \varepsilon (2 - \varepsilon),
\]

while that in the probe sample is

\[
N_p(N_\phi, \varepsilon) = N_\phi \varepsilon^2.
\]
Fig. 6 Example of a simultaneous tag-and-probe fit done in the final step of the fitting strategy to determine the raw \( \phi \) yield for one of 2D phase space bins of the 158 GeV/c data. The tag (probe) sample is shown in the left (right) panel. The rapidity and \( p_T \) intervals are indicated in the figures.

The function used to fit simultaneously both the tag and the probe invariant mass distributions reads:

\[
f(m_{\text{inv}}) = \begin{cases} 
N_t \left( N_\phi, \varepsilon \right) V(m_{\text{inv}}; m_\phi, \sigma) & \text{for the tag} \\
+ N_{bkg,t} B_t(m_{\text{inv}}; k_t, \rho_t) & \\
N_p \left( N_\phi, \varepsilon \right) V(m_{\text{inv}}; m_\phi, \sigma) & \text{for the probe} \\
+ N_{bkg,p} B_p(m_{\text{inv}}; k_p, \rho_p) 
\end{cases}
\]

(8)

where the quantities \( V(m_{\text{inv}}; m_\phi, \sigma) \) are given by Eq. (4), while \( B_t(m_{\text{inv}}; k_t, \rho_t) \) and \( B_p(m_{\text{inv}}; k_p, \rho_p) \) are the ARGUS functions (Eq. (5)) describing the backgrounds for the tag and probe samples, respectively. All three expressions are normalised in such a way that the terms \( N_t \) and \( N_p \) defined by Eq. (7) give the numbers of signal pairs in the tag and probe spectra, while \( N_{bkg,t} \) and \( N_{bkg,p} \) give the numbers of background pairs in the respective histograms. In total there are ten free parameters to be fitted to the data, four for the signal \( (N_\phi, \varepsilon, m_\phi, \sigma) \) and six for the background \( (N_{bkg,t}, k_t, \rho_t, N_{bkg,p}, k_p, \rho_p) \).

Note that \( N_\phi \) should be understood as the number of \( \phi \) mesons, the daughters of which pass all track cuts apart from the PID cut. This means that this number is still subject to corrections for various effects other than PID (like e.g. geometrical acceptance, reconstruction as well as trigger efficiency).

3.2 Fitting strategy

Due to limited statistics not all parameters of Eq. (8) discussed above can be fitted in each analysis bin separately. A three-step fitting strategy was developed instead. All the fits are extended binned log-likelihood fits (see e.g. Ref. [41]).

In a first step precise values of signal shape parameters \( m_\phi \) and \( \sigma \) are determined on a high statistics histogram which uses a large part of the covered phase space. The corresponding invariant mass distribution is shown in Fig. 4 together with the function defined by Eq. (6). The resulting values of \( m_\phi \) and \( \sigma \) are fixed in further steps.

In a second step the values of the PID efficiency parameter \( \varepsilon \) are determined for use in step three. In this single differential analysis five bins in rapidity are used with an integration over a broad range in transverse momentum (Fig. 3b). In each bin of rapidity, a simultaneous tag-and-probe fit is performed using the function Eq. (8), with fixed signal shape parameters \( m_\phi \) and \( \sigma \). The resulting \( \varepsilon \) values vary from 0.61 ± 0.06 at low rapidities to 0.93 ± 0.06 at high rapidities. This procedure assumes that the kaon identification efficiency does not change significantly with \( p_T \) which has been demonstrated in Ref. [36].

Finally, in the third step of the strategy, simultaneous tag-and-probe fits are done in all selected rapidity and transverse momentum bins and provide the raw \( \phi \) yields of the one-dimensional and two-dimensional analyses. Again the function Eq. (8) is employed, with fixed signal shape parameters \( m_\phi \) and \( \sigma \), and with \( \varepsilon \) determined as explained above. An example is shown in Fig. 6.

3.3 Corrections

The present analysis includes corrections for the branching ratio of the \( \phi \) decay into \( K^+ K^- \) and the cut-off used in the integration of the resonance signal. In addition a Monte Carlo-based procedure provides the corrections for losses due to the vertex cuts, geometrical acceptance of kaons coming from \( \phi \) decays, the track reconstruction inefficiency including bin migration due to momentum resolution, and the event losses introduced by the minimum bias trigger.

The fully corrected double differential spectrum of the number of \( \phi \) mesons per event is given by

\[
\frac{d^2n}{dp_T dy} = \frac{N_\phi}{N_{ev} \Delta p_T \Delta y \mathcal{B}(\phi \rightarrow K^+ K^-)} \times c_{\text{ev}} c_{\text{MC}},
\]

(9)

where the first term is the normalized raw spectrum obtained in the analysis with the bin widths \( \Delta p_T \) and \( \Delta y \); \( c_{\text{ev}} \) is the
Fig. 7 Upper panels: selected correction factors $c_{MC}$ for the 80 GeV/c (blue) and 158 GeV/c (black) data drawn as function of transverse momentum at midrapidity and in a forward rapidity bin. Lower panels: correction factors $c_{MC}$ applied to the 1-dimensional transverse momentum and rapidity spectra of the 40 GeV/c data. Vertical bars show statistical uncertainties of the correction, while horizontal bars indicate bin sizes.

Correction due to the integration cut-off and of order of 6%. The $BR(\phi \rightarrow K^+K^-)$ is taken from Ref. [32].

The correction factors $c_{MC}$ are determined double differentially in $(y, p_T)$ bins in case of the 158 GeV/c and 80 GeV/c beam energies and single differentially in the case of 40 GeV/c data. The former are shown in the upper two panels of Fig. 7 as function of transverse momentum at midrapidity and in a forward rapidity bin. The latter are drawn as function of rapidity and transverse momentum in the lower two panels. The main feature of the corrections are an increase with increasing transverse momentum and with decreasing rapidity. This is a common feature of fixed target experiments with tracking detectors in a magnetic dipole field perpendicular to the beam axis. It results from limited azimuthal acceptance. These losses can be determined with high precision (i.e. model-independently) as long as projectile and target are not polarized. The correction coefficient can be both above and below unity. The latter is caused by trigger and vertex cut losses which both tend to eliminate low multiplicity $p+p$ events and to artificially enhance the measured $\phi$ yield. A complete description of the correction procedures with their uncertainties can be found in Ref. [36].

Table 2 Bin-independent systematic uncertainties. ‘Total’ is calculated by adding the contributions in quadrature.

<table>
<thead>
<tr>
<th>Source</th>
<th>158 GeV/c</th>
<th>80 GeV/c</th>
<th>40 GeV/c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Branching ratio</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Fitting constraints</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$\phi$ signal</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Correction averaging</td>
<td>–</td>
<td>–</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

The particle identification efficiencies which are determined by the tag and probe analysis may not be constant in the considered rapidity and transverse momentum bins. The resulting systematic uncertainties are due to shortcomings in the particle identification procedures which may generate systematic errors of the tag and probe analysis. The corresponding uncertainties can be read off the diagrams presented in Figs. 8 and 9. They stay mostly below the statistical uncertainties which are added for comparison. Also shown are the (1.06). Similarly, variations of the $\phi$ production model used in the Monte Carlo correction averaging in case of the single differential analysis does not change the results significantly. Bin-independent systematic uncertainties arise from the choice of the fitting constraints, the $\phi$ signal parametrization, and the correction averaging. They are listed in Table 2.

The choice of the integration range used to obtain the $\phi$ yield from the signal parametrization curve has a negligible effect on the magnitude of the respective correction factor
Fig. 8 Comparison of statistical and systematic uncertainties for the double differential analysis of 158 GeV/c (a) and 80 GeV/c data (b). The $p_T$ dependences are shown for different rapidity intervals. Total systematic uncertainty is calculated by adding contributions in quadrature.
systematic uncertainties introduced by the event and track cuts which may occur, if the generated MC events do not precisely enough reproduce the experimental distributions of the cut variables. A further source of systematic uncertainty is the choice of the background function for the fit of the invariant mass distribution. The φ mass is near to the two-kaon mass threshold. The background at threshold may have (small) contributions of correlated kaons from the decay of the \( K^+(892) \) resonance may appear, especially in the tag sample. To estimate the associated systematic uncertainty the fit range was varied and the resulting yield differences were used as one set of systematic uncertainties. A second set was obtained by replacing the ARGUS function by a function consisting of templates of the combinatorial background (from event mixing), of \( K^+(892) \) resonance decays, and of \( f_0 \)- or \( a_0 \)-like decays. The largest of the two estimates was taken bin-by-bin as the systematic uncertainty. The total systematic uncertainty is calculated by adding all contributions in quadrature and stays always below or close to the statistical uncertainty in Figs. 8 and 9.

4 Results

Yields of φ mesons have been determined as function of transverse momentum (up to 6 bins) and rapidity (up to 5 bins) in \( p + p \) interactions at beam momenta of 158 GeV/c and 80 GeV/c. These are the first double differential measurements of φ production in proton–proton collisions at the CERN SPS energies. Due to low statistics φ yields at 40 GeV/c were only obtained as function of transverse momentum (5 bins) and rapidity (5 bins) (integrated over rapidity and transverse momentum, respectively).

The resulting transverse momentum spectra are shown in Fig. 10a for the 158 GeV/c, in Fig. 10b for the 80 GeV/c and Fig. 11 for the 40 GeV/c data. If the yields, divided by the transverse mass \( m_T \), are plotted as function of \( m_T - m_0 \) instead exponential shapes emerge as shown for the midrapidity bins in Fig. 12a, b. This suggests to fit the transverse momenta (mass) spectra with the function defined in Eq. (10)

\[
f(p_T) = A \times p_T \exp \left( -\frac{m_T}{T} \right),
\]

to characterize the shape of the spectra by a single slope parameter \( T \) and to estimate the yield outside of the acceptance (at high transverse momenta). For 158 GeV/c and 40 GeV/c these contributions are below 1 % for all rapidity bins, while for 80 GeV/c they are of the order of 1 % to 4 %. The function \( f(p_T) \) describes the experimental data within uncertainties in all rapidity bins. The rapidity dependence of the slope parameter \( T \), often called effective temperature, is given in Fig. 13a (left) for the 158 GeV/c and in Fig. 13b (left) for the 80 GeV/c data. Rapidity yields are obtained by summing the content of the corresponding \( p_T \) spectra and adding the corrections for the unmeasured regions. The resulting rapidity spectra (in the centre-of-mass) are shown in Fig. 14a (158 GeV/c), Fig. 14b (80 GeV/c), and Fig. 14c (40 GeV/c) in the forward hemisphere. Their shapes can be approximated by Gaussian distributions. The corresponding fits with
Fig. 10 Transverse momentum spectra in 5 rapidity bins for 158 GeV/c and 4 rapidity bins for 80 GeV/c data with statistical (vertical lines) and systematic (red boxes) uncertainties. The horizontal bars indicate bin sizes. Curves are fits of function Eq. (10)
Fig. 11 Transverse momentum spectrum integrated over rapidity for 40 GeV/c data with statistical (vertical lines) and systematic (red boxes) uncertainties. The horizontal bars indicate bin sizes. Solid blue curve is a fit of the function defined in Eq. (10)

\[ g(y) = A \times \exp \left( \frac{-y^2}{2\sigma_y^2} \right). \]  

provide width parameters \( \sigma_y \) for each \( p_T \) bin which are shown in Fig. 13 (right).

Total \( \phi \) yields \( \langle \phi \rangle \) are obtained by summing the content of the rapidity spectra and adding a correction for the extrapolation into the unmeasured beam and target rapidity regions, which is obtained from the Gaussian fits. The unmeasured tail contributions to \( \langle \phi \rangle \) are about 3\% for 158 GeV/c, 7\% for 80 GeV/c, and 5\% for 40 GeV/c. The results for \( \langle \phi \rangle \), the width parameters \( \sigma_y \) and the midrapidity yield \( \frac{dN}{dy} \) (\( y = 0 \)) are listed in Table 3.

The \( \phi \) multiplicity at 158 GeV/c reported here \((12.56 \pm 0.33) \times 10^{-3}\) is in good agreement with the result quoted in Ref. [13] \((12.0 \pm 1.5) \times 10^{-3}\). The latter is more than two times less accurate, mainly because of smaller rapidity coverage and the resulting large uncertainty of the extrapolation in rapidity. The NA61/SHINE result for the \( \sigma_y \) parameter \((0.938 \pm 0.027)\) also agrees with the NA49 finding of \(0.89 \pm 0.06\) [13] within quoted uncertainties. In the present analysis the slope parameter \( T \) of the transverse momentum distribution was determined in the same phase space bin as used by the NA49 collaboration and found at \((146 \pm 5)\) GeV within uncertainties compatible with the NA49 measurement of \((169 \pm 17)\) GeV.

The NA61/SHINE results are now compared to three microscopic models. These are EPOS 1.99 [26,27] and Pythia 6.4.28 [45] from the CRMC 1.6.0 package [30] and UrQMD 3.4 [28,29]. In EPOS the \( \phi \) width had to be adjusted to the PDG value. In case of Pythia, the main Perugia 2011 tune 350 [46] is used. The results of the model calculations on \( p_T \) and rapidity spectra are compared to the measurements in Fig. 13. Pythia reproduces the shapes of the \( p_T \) spectra quite well, while UrQMD produces slightly harder and EPOS slightly softer spectra. This applies to both data sets 158 GeV/c and 80 GeV/c. The widths of the rapidity distributions are reproduced by the models within the systematic uncertainties.

Figure 15a presents ratios of total yields of \( \phi \) mesons to mean total yields of pions in \( p + p \) and central \( \text{Pb} + \text{Pb} \) [21] collisions as a function of energy per nucleon pair. Mean total yields for pions are calculated as in Ref. [21]:

\[ \langle \pi \rangle = \frac{3}{2} (\langle \pi^+ \rangle + \langle \pi^- \rangle) . \]  

The results confirm the enhancement of \( \phi \) production (normalized to pions) in the SPS energy range. This enhancement can be quantified by the double ratio (see Fig. 15b):

\[ \text{double ratio } \left( \frac{\langle \phi \rangle}{\langle \pi \rangle} \right) = \frac{\left( \frac{\langle \phi \rangle}{\langle \pi \rangle} \right)_{\text{Pb} + \text{Pb}}}{\left( \frac{\langle \phi \rangle}{\langle \pi \rangle} \right)_{p + p}} . \]  

Fig. 12 Transverse mass spectra at midrapidity for 158 GeV/c (left) and 80 GeV/c (right) with statistical (vertical lines) and systematic (red boxes) uncertainties. The horizontal bars indicate bin sizes. The straight lines are the fits of Eq. (10) to the data points.
Fig. 13 Dependence of the slope parameter $T$ on rapidity (left) and the width $\sigma_y$ of the rapidity distributions on $p_T$ (right) for 158 GeV/$c$ and 80 GeV/$c$ data with statistical (vertical lines) and systematic (red boxes) uncertainties. The horizontal bars indicate bin sizes.

Fig. 14 Rapidity spectra for 158 GeV/$c$, 80 GeV/$c$, and 40 GeV/$c$ data with statistical (vertical lines) and systematic (red boxes) uncertainties. The horizontal bars indicate bin sizes. NA49 points (triangles) come from Ref. [13]. Solid curves are Gaussian fits (Eq. (11)).
Clearly $\phi$ production is enhanced roughly threefold for all 3 measured energies. This was already observed in Ref. [21], in which a parametrisation proposed in Ref. [47] of the $\phi$ production cross-section had been used as reference instead of experimental $p + p$ data.

The strangeness enhancement of $\phi$ mesons can be compared to that of charged kaons relative to charged pions (see Fig. 15b). It is systematically larger for $\phi$ mesons than for kaons, being however comparable to that for positive kaons.

Next the excitation function of $\phi$ meson production will be discussed. Figure 16 shows the energy dependence of total and midrapidity yields of $\phi$ mesons produced in $p + p$ collisions. For CERN SPS and ISR energies total inclusive cross-sections are given in Refs. [9–13]. They are converted into multiplicities for Fig. 16a according to Eq. (1). At RHIC and LHC only midrapidity yields are measured [15,17,18].

The corresponding excitation function is shown in Fig. 16b. Wherever systematic uncertainties of world data are available, they are summed quadratically with statistical uncertainties for brevity of presentation.

Straight lines are fitted to the data points in Fig. 16a assuming proportionality between the total energy available for production and the number of produced $\phi$ mesons. All measurements, i.e. world data and those from this analysis, are used in the fit. The resulting straight (red) line describes well the data in the considered energy range.

For midrapidity yields no well-motivated parameterisation of $\sqrt{s_{NN}}$ dependence exists. For simplicity the red dashed line in Fig. 16a corresponds to the function

$$f (\sqrt{s_{NN}}) = a \log_{10} (\sqrt{s_{NN}}/b),$$  \hspace{1cm} (14)

which is a guess and happens to describe well the data points.

While Fig. 16 covers the energy range up to LHC energies Fig. 17 zooms in on the SPS energy range for the comparison to model calculations. One observes that the slope of the excitation function is reproduced by PYTHIA, UrQMD, and EPOS within statistical and systematic uncertainties for both the total and midrapidity yields. The yields, however, are off by factors of 0.25 and 0.7 for PYTHIA/EPOS and UrQMD, respectively. The hadron gas model (HRG[1]) overpredicts the total yields by roughly a factor of two.

The last paragraph of this section addresses the so far not explained exceptional role which the $\phi$ meson plays when considering the widths of the rapidity distributions ($\sigma_y$) of produced particles as function of energy put forward by the NA49 collaboration [21]. Except for the $\phi$ these widths increase approximately linearly with beam rapidity, at the same rate and irrespective of the colliding system. Figure 18a shows the widths of the rapidity distributions of $\phi$ mesons and various other produced particles in $p + p$ and central Pb+Pb collisions as a function of beam rapidity in the centre-of-mass frame. The corresponding figure in Ref. [21] has been complemented by the NA61/SHINE results on $\pi^-$ [25] and $K^+$, $K^-$ in $p + p$ collisions. The $\sigma_y$ of $K^+$ and $K^-$ were calculated from the distributions given in Ref. [44]. The excitation function of $\sigma_y$ for the $\phi$ meson in Pb+Pb collisions is significantly steeper than the one of the other particles. The peculiarity of this result is emphasized by the new NA61/SHINE...
Fig. 16 Energy dependence of a total yields and b midrapidity yields of \( \phi \) mesons in \( p+p \) collisions. World data on total yields come from Refs. [9–13], while on midrapidity yields come from Refs. [15,17,18]. Red dashed lines are fits to guide the eye (see text). Red bands show systematic uncertainties of the NA61/SHINE results, statistical ones are smaller than the markers; for the world data vertical bars are either statistical or total uncertainties depending on what is available (see text).

Fig. 17 Energy dependence of a total yields and b midrapidity yields of \( \phi \) mesons in \( p+p \) collisions at SPS energies. Also shown are the results of microscopic model calculations (EPOS, PYTHIA, UrQMD) as well as the hadron resonance gas model (HRG). Vertical bars show statistical uncertainties, while red bands systematic ones.

\( p+p \) data: the \( \phi \) data points suggest that it is not the \( \phi \) meson which is peculiar in itself, rather it is something specific to \( \phi \) meson production in the heavy \( \text{Pb}+\text{Pb} \) system. Kaon coalescence is a possible source of \( \phi \) mesons in the final state. It correlates \( \sigma_y \) of \( \phi \) with \( \sigma_y \) of kaons. Thus one can calculate \( \sigma_y \) of \( \phi \) from \( \sigma_y \) of kaons in \( p+p \) and \( \text{Pb}+\text{Pb} \) using the method described in Ref. [21]. The result is shown as thick black lines for \( p+p \) (solid) and \( \text{Pb}+\text{Pb} \) (dotted) in Fig. 18a together with the experimental data. The difference between the coalescence expectations and the actual measurements is much smaller for \( p+p \) than for \( \text{Pb}+\text{Pb} \) data points.

5 Summary and conclusions

Spectra and multiplicities of \( \phi \) mesons produced in inelastic \( p+p \) interactions were measured with the NA61/SHINE spectrometer at beam momenta 40, 80, 158 GeV/c at the CERN SPS. The tag-and-probe method, adapted from LHC analyses, was used to analyze the \( K^+-K^- \) invariant mass distributions. For the 158 GeV/c and 80 GeV/c data sets the analysis was done double differentially yielding spectra of rapidity and transverse momentum. The limited number of \( \phi \) candidates for 40 GeV/c allowed only for a single differential analysis resulting in transverse momentum and rapidity spectra integrated over rapidity and transverse momentum, respectively. The statistical uncertainties are larger than the systematic uncertainties for all energies. While each of the considered microscopic models reproduces the shape of either the transverse momentum or the rapidity spectra, none describes both consistently.

NA61/SHINE results on \( \phi \) production in \( p+p \) collisions are the elementary reference for the study of collective effects in \( \text{Pb}+\text{Pb} \) data [21]. They emphasize the intriguing energy dependence of \( \sigma_y \) of the \( \phi \) meson in central \( \text{Pb}+\text{Pb} \) collisions. The widths of rapidity spectra in \( p+p \) and \( \text{Pb}+\text{Pb} \) collisions are systematically larger than expected from the hypothesis that \( \phi \) mesons are predominantly produced through kaon coalescence. Kaon coalescence can still be the most important mechanism in \( p+p \) interactions, however in \( \text{Pb}+\text{Pb} \)
collisions a new production process for \( \phi \) mesons seems to become important at higher energies, which is not present in pion, kaon, and anti-Lambda production. Our findings at 158 GeV/c agree with previously published results from the NA49 collaboration [13] within quoted uncertainties. The latter are almost 3 times smaller in the NA61/SHINE than in the NA49 data. Neither total yields nor spectra on \( \phi \) production in \( p + p \) interactions have previously been published at beam energies of 40 GeV/c and 80 GeV/c.

Our results confirm that the excitation function of \( \phi \) multiplicity is almost perfectly linear in \( p + p \) interactions. In the low energy regime neither the three microscopic models, Refs. [26–29,45] nor the statistical hadron gas model [1] can reproduce the experimental excitation function quantitatively, the precision of which was increased significantly by the NA61/SHINE results.

Acknowledgements

We would like to thank the CERN EP, BE and EN Departments for the strong support of NA61/SHINE. This work was supported by the Hungarian Scientific Research Fund (Grant NKFIH 123842/123959), the Polish Ministry of Science and Higher Education (Grants 667/N-CERN/2010/0, NN 202 48 4339 and NN 202 23 1837), the National Science Centre Poland (Grants 2011/03/N/ ST2/03691, 2013/11/N/ST2/03879, 2014/13/N/ST2/02565, 2014/14/B/ ST2/00018, 2014/15/B/ST2/02537, 2015/18/M/ST2/00125, 2015/19/ N/ST2/01689, 2016/23/B/ST2/00692, 2017/25/N/ST2/02575, 2018/30/ A/ST2/00226), the Russian Science Foundation, Grant 16-12-10176, the Russian Academy of Science and the Russian Foundation for Basic Research (Grants 08-02-00018, 09-02-00664 and 12-02-91503- CERN), the Ministry of Science and Education of the Russian Federation, Grant No. 3.3380.2017/4.6, the National Research Nuclear University MEPhI in the framework of the Russian Academic Excellence Project (Contract No. 02.a03.21.0005, 27.08.2013), the Ministry of Education, Culture, Sports, Science and Technology, Japan, Grant-in-Aid for Scientific Research (Grants 18071005, 19034011, 19740162, 20740160 and 20039012), the German Research Foundation (Grant GA 14808-1), the Bulgarian Nuclear Regulatory Agency and the Joint Institute for Nuclear Research, Dubna (Bilateral Contract No. 4799-1-18/20), Bulgarian National Science Fund (Grant DN08/11), Ministry of Education and Science of the Republic of Serbia (Grant OI171002), Swiss Nationalfonds Foundation (Grant 20002117913/1), ETH Research Grant TH-0107-3 and the U.S. Department of Energy.

Data Availability Statement

This manuscript has associated data in a data repository. [Author’s comment: This manuscript has associated data in the HEPData repository: https://doi.org/10.17182/hepdata.93228.]

Open Access

This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

Funded by SCOAP3.

References

25. N. Abgrall et al., JINST 9, P06005 (2014)
32. R. Brun, F. Carminati, S. Giani, GEANT Detector Description and Simulation Tool. CERN Program Library Long Writeup W5013