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Abstract

The paper is dedicated to the area of feature selection, in particular a notion of attribute rankings that allow to estimate importance
of variables. In the research presented for ranking construction a new weighting factor was defined, based on relative reducts. A
reduct constitutes an embedded mechanism of feature selection, specific to rough set theory. The proposed factor takes into account
the number of reducts in which a given attribute exists, as well as lengths of reducts. Two approaches for reduct generation were
employed and compared, with search executed by a genetic algorithm. To validate the usefulness of the reduct-based rankings in the
process of feature reduction, for gradually decreasing subsets of attributes, selected through rankings, sets of decision rules were
induced in classical rough set approach. The performance of all rule classifiers was evaluated, and experimental results showed that
the proposed rankings led to at least the same, or even increased classification accuracy for reduced sets of features than in the case
of operating on the entire set of condition attributes. The experiments were performed on datasets from stylometry domain, with
treating authorship attribution as a classification task, and stylometric descriptors as characteristic features defining writing styles.
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1. Introduction

Feature selection domain has been extensively studied by many researchers over the last years [13, 17, 29]. It
has various applications in plenty of areas connected with data mining, machine learning, and knowledge representa-
tion [31]. The aim of feature selection is to distinguish relevant attributes among all available elements in the initial
set, while maintaining descriptive and representative properties of the original features space. Reduction of irrelevant
or redundant variables can be realised by a search for a minimum subset of features that satisfy some level of classifi-
cation accuracy, or by using a ranking of attributes. In the former case, an algorithm can automatically determine the
number of selected features. In the latter case, an algorithm retrieves k top-ranking features that meet some criterion.
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Generally feature selection approaches are grouped into three main categories, known as filter, wrapper, and em-
bedded [10]. Filters are entirely independent on learning algorithms, wrappers exploit some evaluation methods based
on learners. In the case of an embedded approach, evaluation mechanism is built-in directly into a learning phase.

In the research described, a filter method was combined with an embedded one, inherent to the rough sets theory
(RST) [15, 23]. RST offers some tools for knowledge discovery from data, known as reducts [9, 30], which are based
on computing the most relevant sets of features. From the classification point of view, a reduct can be interpreted as
such minimal subset of condition attributes that has the same classification power as the entire set of features.

Methods for reducts construction constitute one of the main directions for studies in the rough sets theory [19, 20].
Unfortunately, the problem of finding a minimal reduct is NP-hard. It is also known that a potential number of all
reducts that can be found for a given dataset with k attributes is equal to N(k) =

(
k

k/2

)
. These facts are the reasons for

high computational costs and complexity, brought by a task of all reducts construction. They also give a motivation
for inventing such heuristics, which allow to compute many reducts in some acceptable time. As a consequence, in
the literature many types of reducts and algorithms for their generation can be found [21, 35].

In the research presented in the paper, so-called decision reducts were constructed by a genetic algorithm [33].
Obtained reducts contained not only different attributes, but also different numbers of attributes. Based on the con-
structed groups of reducts, a new weighting factor for features was proposed. This factor takes into account the number
of reducts in which a given attribute exists, and lengths of these reducts. The scores calculated for all attributes were
used to construct their rankings. Then, feature selection, driven by obtained rankings, was executed. For gradually
decreasing subsets of selected attributes, decision rules were induced. For all resulting rule-based classifiers their
performance was evaluated, and classification accuracy compared to the case of operating on the entire set of features.

Two ways for reduct generation were compared: (i) construction of many groups with a small number of reducts
by running the algorithm multiple times independently, and (ii) construction of one group with a high number of
reducts by running the algorithm one time. For ranking calculation three approaches were tested: (i) based on each
small group of reducts, (ii) relating to a large group of reducts, and (iii) with combining small groups of reducts into
a large one for which scores were calculated. The influence of a ranking construction mode on classification accuracy
of resulting rule-based classifiers was observed.

The experiments were performed on datasets from stylometry domain [1, 16]. Induced classifiers were applied in
the task of binary authorship attribution for one pair of male and one pair of female writers. Authors were recognised
through their writing styles, defined with the help of quantitative linguistic descriptors.

The structure of the paper is organised as follows. Section 2 is devoted to the rough set theory, the concept of
reducts and algorithms for their construction. Section 3 provides the brief description of stylometric analysis of texts,
as the application domain. Section 4 addresses the area of feature selection and the task of construction of attribute
rankings. Section 5 presents the preformed experiments and comments to the obtained results. Conclusions and future
research plans are given in Section 6.

2. Rough sets and reducts

Rough set theory was proposed by Z. Pawlak as a way of dealing with inconsistent and uncertain data. It also
supports reduction of dimensionality based on data dependencies [23]. To deal with uncertain concepts a dataset
is partitioned into some indiscernible (equivalent) classes, and imprecise concepts are approximated based on these
partitions. Objects characterised by the same values of attributes are indiscernible from the point of view of the
available knowledge. An indiscernibility relation is defined for a subset of attributes B ⊆ A and the set of objects U:

IND(B) = {(x, y) ∈ U × U : ∀a∈B a(x) = a(y)}. (1)

A class of indiscernible objects forms a granule (atom) of knowledge about the universe U. In the rough sets theory
the granules of indiscernible objects are considered instead of particular objects.

The main structure for data representation is an information system or, a special case of information system called
a decision table. More formally, an information system is defined as S = (U, A), where U is a non-empty, finite set of
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objects, and A is a non-empty, finite set of attributes, i.e., for every a ∈ A, ai : U → Vai , where Vai is the set of values
of attribute ai. In the case of a decision table S = (U, A

⋃{d}), a set A is a set of condition attributes, and d � A is a
distinguished attribute called a decision or a class label, with values Vd = {d1, . . . , d|Vd |}.

In RST feature selection methods are mainly based on the notion of a reduct. Various kinds of reducts are defined,
for example: reducts for information systems, decision and local reducts for decision tables, decision and local reducts
based on the generalised decision, fuzzy decision reducts [5], etc. Also, different ways leading to reduct construction
are used: fuzzy-rough approach supported with measures based on attribute rankings [14], brute-force approach that
is applicable to tables with a relatively small number of attributes, Boolean reasoning [22], genetic algorithms [32],
many versions of greedy algorithms [2], and others [21].

In the paper, a decision reduct is studied, which can be interpreted as such minimal subset of condition attributes
that is sufficient to discern any objects in a decision table with different class labels. Formally, a decision reduct is the
set of attributes B ⊂ A such that satisfies the condition:

IND(B) ⊂ IND(d), (2)

and discarding any of the attributes included in B violates this condition. The intersection of all reducts is called a
core. Therefore, the core is the subset of most important attributes. However, the core can be empty (in particular
when many reducts are found), and in this case it could be possible to partition the set with all reducts into a few
smaller groups with non-empty intersections. When a reduct consists of k attributes, k is called the reduct length.

Based on the reduct including k attributes, it is possible to infer a set of decision rules, for each object xi from a
decision table S . Decision rules take the form: (ai1 = v1) ∧ . . . ∧ (aik = vk) → d, where vi ∈ Vai . When decision
rules are based on reducts, they are induced from reduced sets of attributes. Taking into account this way of decision
rules construction, it becomes evident that the reduct length can be considered as an important factor in the knowledge
discovery process, and also for knowledge representation. Short reducts lead to obtaining effective decision algorithms,
which allow for prediction of class labels for objects in a test set, using only a reduced set of attributes contained in
the reduct, instead of the entire set of features. Constructed in this way decision rules are simple and short, so they are
more preferred from the point of view of understanding and interpretation by experts. Also the time required for the
process of classification with such rules can be reduced.

In the experiments described in the paper, in the search for reducts the genetic algorithm [33] was used, imple-
mented in Rough Sets Exploration System (RSES) system [3]. This algorithm allows for construction of a sufficiently
high number of short reducts in a reasonable time. It is based on a binary genetic algorithm, and there are used classi-
cal binary operators such as mutation and crossover, and the “roulette wheel” selection algorithm. With “individuals”
represented by bit strings, the fitness function of a subset R (chromosome) has the form:

F(R) =
n − LR

n
+

2CR

m2 − m
, (3)

where n is the length of bit strings equal to a number of attributes, and m gives a number of objects. LR denotes a
number of “1”-s in the subset R, which represents a potential reduct—a subset of attributes. CR indicates the number
of pairs of objects (with different decisions) discerned by the subset of attributes from R.

The process of computation required for CR has been accelerated by an additional structure, called “distinction
table”. It is a binary matrix of the size (n+ 1)× (m2 −m)/2. Each column corresponds to one attribute (the last column
corresponds to the decision), and each row of the matrix corresponds to one pair of different objects. If a condition
attribute has different values for a pair of objects, then at the intersection of the column and the row the value 1 exists.
To find a reduct means to find the minimal subset of columns covering the matrix.

With the described general scheme of genetic algorithm for reduct construction used as a basis, other procedures
for generation of short reducts have been developed as well [32]. For example, a greedy algorithm where testing, if
an obtained subset of attributes is a reduct, depends on the order of attributes, and in this case the genetic algorithm is
used to find this required order of features.
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3. Stylometric analysis and characteristic features

A text can be characterised not only by what it is about, but also by how it is written, that is by a writing style [1].
Linguistic elements used, such as individual characters, parts of speech, punctuation marks, observations on layout and
formatting, help in stylometric analysis, and lead to author characterisation, comparison and recognition. Individuality
of writing styles makes for a high variety in markers that can be employed in a task of authorship attribution [16]. Once
discriminating style descriptors are established, text samples of unknown or questioned authorship can be reliably
attributed by comparing them with labelled examples. This approach means treating recognition of authorship as a
supervised learning task [12, 28], with stylometric markers used as characteristic features defining objects.

Unfortunately, domain knowledge is insufficient to provide a ready set of attributes that would be universal enough
to employ for any given problem [24]. Instead, many different such sets are used in research, and quite often data
mining approaches are applied for selection of these features, which are most relevant for compared writers. With
this attitude, in the data pre-processing stage input datasets are constructed containing relatively high numbers of
attributes, which are next analysed and some of them discarded through feature reduction methods [15].

Authors of the same gender most often display some common traits, which makes gender recognition as one of the
tasks included among author characterisation problems. Which is why authors of opposite sex should not be compared
against each other in quest for establishing authorship. Also, text samples that are used as a base for calculation
of values for characteristic features should be of comparable size, representative of writing styles, and sufficiently
numerous for all authors. Calculations often involve obtaining frequencies of occurrence for selected descriptors,
which makes them continuous. With real-valued attributes the problem of knowledge discovery in continuous space
needs to be considered, or some approaches to discretisation employed [28].

In the research works presented in this paper, binary authorship attribution was performed, for one pair of female
writers (Edith Wharton and Many Johnston) and one pair of male writers (Jack London and James Curwood). Their
novels were divided into three groups, one learning, and two test sets. The works were partitioned into smaller text
chunks, 200 for the training sets, and 90 per each test set. Over all text samples in the learning sets, frequencies of
occurrence for a hundred most frequently employed words in English language and standard punctuation marks were
found, giving a set with lexical and syntactic characteristic features.

In the next step of initial pre-processing, several rankings for attributes were calculated within WEKA environ-
ment [11], and they included Gain Ratio, Information Gain, χ2, and Symmetrical Uncertainty. These features that were
found as irrelevant at least once, were excluded from further experiments, and only those which, for both datasets,
were always assigned a score higher than zero, were included in tests. They were as follows:

after almost any around before but by during how never on same such until that then there
though whether within what who ; ,

Such prepared datasets were next discretised by supervised Fayyad and Irani algorithm [7], which made them ready
for processing by classical rough set approach.

4. Feature selection and ranking of attributes

Tasks realised in the feature selection field are important from the point of view of: knowledge discovery (clas-
sification), and knowledge representation [25]. In the former case, we aim to improve accuracies of the constructed
classifiers, as well as accelerate computation time, and decrease complexity of calculations. In the case of knowledge
representation, we would like to obtain a data model that is not complicated i.e., allows to understand easily, and
represent knowledge stored in the data with simplicity [6, 8].

The three main categories of feature selection methods, filter, wrapper, and embedded, differ in the way of con-
struction of a set of variables relevant to classification, by how the choice of a particular attribute can be performed.
This procedure can be realised as an external process with respect to a classification system employed in a pattern
recognition task, it can depend on classification accuracy of such system, or it can engage some mechanism built-in
in the system [27]. These general approaches can be combined together, which leads to hybrid solutions.

A ranking of attributes allows to determine importance of variables. Usually there are used some statistical mea-
sures [18], machine learning techniques, or specialised algorithms that provide some scores and based on them at-
tributes are ordered [26]. A ranking order reflects discovered significance of elements. Most often the descending
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ordering is employed, where the most important variables take positions at the top of a ranking, and the least relevant
have assigned the lowest positions at the bottom. The popular statistical measures are based on entropy [4], and Relief
or OneR are examples of algorithms that calculate scores for attributes. Typically, construction of an attribute ranking
is considered as a part of initial data pre-processing stage, and it is realised independently on classification systems.

Reducts, obtained in the framework of rough sets theory, can be considered as a feature selection method, which
allows to find the most relevant variables [34]. For the initial set of available features many reducts can be found, with
different lengths, so the question is: which of them should be selected? When any two reducts are considered, both
must ensure the same classification power (w.r.t. decision table) as the entire set of available attributes, as from the
classification point of view, it is a characteristic of all reducts. However, if one reduct contains fewer features than the
other, these features can be regarded as more important than others, since their lower number is sufficient to protect
the performance of the system. This line of reasoning leads to assigning higher significance to shorter reducts and
attributes included in them. Shorter reducts are also preferable from the point of view of knowledge representation.

In this study, for the input datasets several sets of reducts were obtained through the independent runs of the genetic
algorithm. Based on these groups, contained in them reducts, reducts characteristics, and attributes included in reducts,
a weighting factor for features was proposed and used for construction of attribute rankings.

Let GRed denote a set of reducts Redl, then card(GRed) gives the number of reducts included in the group GRed.
Let RED(GRed, a) be the set of all reducts from the group GRed that include a attribute, and RED(GRed, a, k) the set
of reducts with length k including a attribute. Then card (RED(GRed, a, k)) returns for the group GRed the number of
reducts with specific length equal k that contain the given attribute a. The weighting factor is defined as:

WF(GRed, a) =
kmax∑

i=kmin

card (RED(GRed, a, i))
card(GRed) · i , (4)

where kmin and kmax are respectively the minimal and the maximal reduct length for the group GRed. The values of WF

range from 0 (the attribute a is included in none of the reducts in this group), to 1/kmin when the attribute is included
in all reducts, and all reducts have one and the same length. Thus a higher value of the weighting factor indicates that
the attribute appears in more reducts with lower cardinalities, and low values of WF are obtained for attributes that are
included in fewer reducts including more variables. The calculated scores assigned to attributes led to their descending
orders, which were used as rankings of features, each ranking based on a certain group of reducts generated.

5. Performed experiments

The experimental process of the research works consisted of the stages:

• search for reducts by the genetic algorithm—15 groups of 10 reducts, and one group of 150 reducts;
• construction of rankings of features based on attributes contained in reducts and calculated factor WF ;
• induction of decision rules for attributes selected through rankings, with gradually decreasing numbers of fea-

tures considered;
• evaluation of performance for rule classifiers with test sets;
• comparative study of results—multiple small groups of reducts vs. one larger group.

5.1. Calculation of reducts and construction of attribute rankings

For both female and male datasets, by running independently the genetic algorithm implemented in RSES sys-
tem [3] (with default settings), 15 small groups of reducts, and a single larger group of reducts, were found. The small
groups were denoted with indices from 1 to 15, and all had the same cardinality of 10. One larger group was labelled
with 0, and its cardinality was 150. Fig. 1 shows minimum, average and maximum length of reducts for each group.

Generated reducts contained different attributes from the whole set of 24 features, and had different lengths. For
female writer dataset the length of reducts for 15 groups was in the range from 4 to 7, for one group of 150 reducts
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Figure 1. Minimum, average and maximum length of reducts generated for 15 groups of 10 reducts and one group of 150 redcuts for: (a) female
writers, (b) male writers.

the maximum length was 10. For male writers the length of reducts for 15 groups, as well as for one group of 150
reducts, was in the range from 5 to 8. It can be observed that for female writers the variety, with respect to the detected
minimum and maximum lengths among groups, was relatively low (most of groups had the same values), while for
male writer dataset more differences could be found.

Based on the obtained groups of reducts, the weighting factor WF for features was computed for all groups, and
the corresponding rankings of attributes were constructed. Table 1 presents the rankings of features for both datasets,
obtained for: 15 small groups of reducts treated independently (denoted by G i, with i = 1 . . . 15), for one large group
(denoted as G 0), and based on combining all 15 small groups of reducts together into one large group (named G A).
As small groups were found independently on each other, it is possible that some of reducts were generated more than
once, and then included in more than one group. With this combining groups into one, these repeated reducts were
not removed, instead they were treated as any other elements of the group, thus its cardinality was considered as 150.

For all rankings presented for male and female datasets, it can be observed that some of attributes were consis-
tently considered as of some high rank (for example comma), whereas others were often placed at the bottom, and
still others took different positions. Yet no two rankings were found the same, and this was true also for G 0 and
G A rankings, even though both operated on relatively larger groups of reducts. Also, for small groups of reducts,
significant differences with respect to numbers of attributes can be detected.

5.2. Induction of decision rules and evaluation of performance for rule classifiers

For features contained in each ranking a new decision table was created containing only attributes from this ranking,
and for such decision table, decision rules were induced using exhaustive algorithm implemented in RSES system.
This algorithm constructs all rules with a minimal number of pairs attribute = value in a premise part of a rule.

Next, following the ordering of features imposed by the ranking, the attributes placed at the lowest ranking positions
were sequentially discarded one by one from the decision table. For each decision table reduced in this way, decision
rules were induced again. The process of removing attributes was completed when the obtained decision table was
contradictory, i.e., there existed at least two objects with the same values of condition attributes but different decisions.

In the next step, accuracy of the constructed rule-based classifiers was calculated as a number of correctly classified
objects from a test set, divided by the number of all objects in this test set. In case of conflicts a standard voting
strategy was employed, with weighting votes of rules by their supports. For evaluation two test sets were used, and
then averages calculated. For the entire set of 24 features, which was considered as a reference point, the averaged
classification accuracy was the same for both female and male writer datasets, and it was equal to 96.1%.

Figs. 2 and 3 present classification accuracy obtained during ranking-based reduction of attributes for both datasets,
for 15 groups of 10 reducts and one group of 150 reducts denoted as Group 0. The graphical visualisation shown in
Fig. 2 enables to observe some general trends in performance, whereas Fig. 3 provides detailed information and
indicates by the coloured cells all cases where the classification accuracy exceeded the reference point. The intensity
of cell colour depends on how much the accuracy was improved.

It can be observed that generally better results were obtained for female writer dataset than for the male one. In the
former case, for all groups of reducts, with the exception of G 4, there exist numbers of attributes that gave the same
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Table 1. Rankings of attributes for 15 groups of reducts (G i), one group with 150 reducts (G 0), and one group combined from 15 groups (G A)
Female writer dataset
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or higher classification accuracy than the reference value. The maximum value equal to 99.5% was detected for 10
attributes in Group 5, and 9 attributes in G 13. In fact, Group 13 shows higher values than 96.1 at each step of reducing
attributes contained in the ranking. Moreover, in the case of Groups 2, 3, 10, 13, 14 and 0, the smallest numbers of
attributes, i.e., 5, 6 or 7, allow to exceed the classification accuracy found for the whole set of 24 features. It should
also be noted that for all groups with the exception of G 3 and 4, the accuracy observed for all attributes contained in
each ranking (before some of them were discarded), was the same or grater than the reference point.

In the case of male dataset, only for 7 groups out of all 16 tested, it was possible to find some numbers of attributes,
for which the classification accuracy was the same or improved when compared to operation on 24 features. On
the other hand, the maximum for this dataset was equal to 100% of correct recognition, and it was obtained for 17
attributes in Group 3. For all attributes from rankings still included in corresponding decision tables, the same or
enhanced classification accuracy (with respect to the reference point) was found for Groups 1, 3, 10, 15 and 0.

5.3. Comparative analysis of performance

In the research there was also studied the influence of the way in which groups of reducts were obtained on the
constructed rankings, and resulting from them reduction of attributes. The accuracy of rule classifiers observed for a
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Figure 2. Performance of rule classifiers [%] observed in the process of feature reduction, for: (a) female writer dataset, (b) male writer dataset
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Figure 3. Accuracy of rule classifiers [%] observed in the process of feature reduction, for: (a) female writer dataset, (b) male writer dataset

ranking corresponding to one group of 150 reducts (column G 0 in Table 1) was compared with a ranking built by
combining all 15 small groups of 10 reducts each, into a single group (column G A in Table 1). In both cases the
number of reducts was the same, but different ranks for attributes were found. Fig. 4 presents the performance of rule
classifiers in feature reduction for both ways of ranking construction.

In the case of female writer dataset the values of classification accuracy were close with a slight ascendancy for G A
ranking. In the case of male writer dataset, the difference in accuracy of rule-based classifiers was more noticeable and
higher values were obtained for feature selection driven by G A ranking. For both datasets, the classification accuracy
found at the beginning of feature reduction process, obtained for all attributes included in rankings, was the same.

The results of experiments indicate that the way of independently running multiple times the genetic algorithm for
construction of a small number of reducts leads to better classification accuracy than in the case of running the genetic
algorithm one time for construction of a larger group of reducts. Thus several smaller subsets of reducts provide
better approximation of knowledge about considered attributes than just one set of reducts, even when it is of higher
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attributes in Group 5, and 9 attributes in G 13. In fact, Group 13 shows higher values than 96.1 at each step of reducing
attributes contained in the ranking. Moreover, in the case of Groups 2, 3, 10, 13, 14 and 0, the smallest numbers of
attributes, i.e., 5, 6 or 7, allow to exceed the classification accuracy found for the whole set of 24 features. It should
also be noted that for all groups with the exception of G 3 and 4, the accuracy observed for all attributes contained in
each ranking (before some of them were discarded), was the same or grater than the reference point.

In the case of male dataset, only for 7 groups out of all 16 tested, it was possible to find some numbers of attributes,
for which the classification accuracy was the same or improved when compared to operation on 24 features. On
the other hand, the maximum for this dataset was equal to 100% of correct recognition, and it was obtained for 17
attributes in Group 3. For all attributes from rankings still included in corresponding decision tables, the same or
enhanced classification accuracy (with respect to the reference point) was found for Groups 1, 3, 10, 15 and 0.
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In the research there was also studied the influence of the way in which groups of reducts were obtained on the
constructed rankings, and resulting from them reduction of attributes. The accuracy of rule classifiers observed for a
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Figure 3. Accuracy of rule classifiers [%] observed in the process of feature reduction, for: (a) female writer dataset, (b) male writer dataset

ranking corresponding to one group of 150 reducts (column G 0 in Table 1) was compared with a ranking built by
combining all 15 small groups of 10 reducts each, into a single group (column G A in Table 1). In both cases the
number of reducts was the same, but different ranks for attributes were found. Fig. 4 presents the performance of rule
classifiers in feature reduction for both ways of ranking construction.

In the case of female writer dataset the values of classification accuracy were close with a slight ascendancy for G A
ranking. In the case of male writer dataset, the difference in accuracy of rule-based classifiers was more noticeable and
higher values were obtained for feature selection driven by G A ranking. For both datasets, the classification accuracy
found at the beginning of feature reduction process, obtained for all attributes included in rankings, was the same.

The results of experiments indicate that the way of independently running multiple times the genetic algorithm for
construction of a small number of reducts leads to better classification accuracy than in the case of running the genetic
algorithm one time for construction of a larger group of reducts. Thus several smaller subsets of reducts provide
better approximation of knowledge about considered attributes than just one set of reducts, even when it is of higher
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Figure 4. Performance of rule classifiers [%] obtained for ranking-based selection of attributes, with rankings formed by one group of 150 reducts,
and 15 groups combined into one, for: (a) female writer dataset, (b) male writer dataset

cardinality. It is known that such heuristic algorithms are used in various problems and situations, where it is difficult
to find an exact solution in some acceptable time. However, the solutions obtained by such algorithms are often sub-
optimal and they cannot avoid local optima. In this case, increasing a number of runs for genetic algorithm increased
also the chances to avoid some local optima.

The results from the performed experiments show the merit of the proposed idea of constructed rankings for
attributes, based on decision reducts and the weighting factor WF .

6. Conclusions

A ranking of attributes is one of feature selection approaches. When it is based on some mechanism inherent to
data mining methods, it can be an example of embedded solutions to feature reduction problem. The paper presents
research results dedicated to such case, with the application of decision reducts, which is the fundamental concept in
rough set processing. In the executed experiments reducts were used in the process of knowledge discovery regarding
attributes, which led to their ordering, depending on relative frequencies of occurrence in reducts with specific lengths.

Weighting of features resulted in their rankings, which were next exploited for feature selection. For gradually
decreasing subsets of attributes, chosen by discarding less relevant elements from each ranking, decision rules were
generated in the classical rough set approach, with exhaustive algorithm for rule induction. These inferred rule sets
were then used in classification of test samples, with standard voting as conflict resolution strategy. The performance
of thus constructed rule classifiers was compared against each other, and with the case of set of rules inferred from the
input datasets with the entire set of condition attributes, which was used as the reference point.

The experiments show that while using rankings based on reducts and the proposed weighting factor WF , to drive
the process of feature reduction, it is possible to find several cases with at least the same (but also increased), classifica-
tion accuracy with discarding a significant portion of available condition attributes. The results indicate that rankings
constructed by fusion of information on attributes from several small groups of reducts, found in independent runs of
the genetic algorithm, worked better than the one based on single larger set of reducts, generated in one run, despite
the fact that in both cases the overall number of considered reducts was the same.

In the future research instead of just subsets of reducts, there will be studied all relative reducts that can be found
through exhaustive algorithm for the input datasets, as well as different weighting functions for attributes.
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