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#### Abstract

In this paper, we study a subclass of piecewise-deterministic Markov processes with a Polish state space, involving deterministic motion punctuated by random jumps that occur at exponentially distributed time intervals. Over each of these intervals, the process follows a flow, selected randomly among a finite set of all possible ones. Our main goal is to provide a set of verifiable conditions guaranteeing the exponential ergodicity for such processes (in terms of the bounded Lipschitz distance), which would refer only to properties of the flows and the transition law of the Markov chain given by the post-jump locations. Moreover, we establish a simple criterion on the exponential ergodicity for a particular instance of these processes, applicable to certain biological models, where the jumps result from the action of an iterated function system with place-dependent probabilities.
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## 1. Introduction

Piecewise-deterministic Markov processes (PDMPs), first introduced by Davis [18] in 1984 (cf. also [19,20]), constitute a general class of non-diffusive Markov processes, for which randomness stems only from the jump mechanism, including the jumping times, the post-jump locations and other changes occurring at the moments of jumps. This huge family of processes is extensively used for modelling purposes in many applied subjects, like biology [ $8,9,13,34,39$ ], storage modelling [7] or internet traffic [24].

In this paper, we are concerned with the PDMPs that evolve on a Polish space through jumps arriving according to a Poisson process. This means that the span of time between consecutive jumps is exponentially

[^0]distributed with a constant rate $\lambda$. Between any two adjacent jumps, the dynamics of these processes is driven by one of the semiflows, randomly selected from a finite set $\left\{S_{i}: i \in I\right\}$ of possible ones, according to a given stochastic matrix $\left[\pi_{i j}\right]_{i, j \in I}$. The state right after a jump (usually called the post-jump location) depends randomly on the one immediately preceding this jump, and its probability distribution is governed by a given Markov transition function (a stochastic kernel) $(y, B) \mapsto J(y, B)$.

More specifically, given an arbitrary Polish metric space $Y$, we shall investigate a stochastic process $\Psi:=\{(Y(t), \xi(t))\}_{t \geq 0}$ with values in $X:=Y \times I$, whose motion can be described as follows. Starting from some initial value $\left(y_{0}, i_{0}\right)$, the process evolves deterministically in such a way that $\{Y(t)\}_{t \geq 0}$ follows $t \mapsto S_{i_{0}}\left(t, y_{0}\right)$ until the first jump time, say $t_{1}>0$. At this moment the trajectory of the first coordinate jumps to another point of $Y$, say $y_{1}$, so that the probability it will fall into a Borel set $B \subset Y$ is $J\left(S_{i_{0}}\left(t_{1}, y_{0}\right), B\right)$. At the same time the index of the "active" semiflow, determined by $\{\xi(t)\}_{t \geq 0}$, is randomly switched from $i_{0}$ to another (or the same) one $i_{1}$ with probability $\pi_{i_{0} i_{1}}$. Then the motion restarts from the new state $\left(y_{1}, i_{1}\right)$ and proceeds as before. Formally, the process $\Psi$ can be therefore defined by setting

$$
Y(t):=S_{\xi_{n}}\left(t-\tau_{n}, Y_{n}\right) \quad \text { and } \quad \xi(t):=\xi_{n} \quad \text { for } \quad t \in\left[\tau_{n}, \tau_{n+1}\right), \quad n \in \mathbb{N}_{0},
$$

where $\bar{\Phi}:=\left\{\left(Y_{n}, \xi_{n}, \tau_{n}\right)\right\}_{n \in \mathbb{N} \cup\{0\}}$ is a time-homogeneous Markov chain with state space $X \times[0, \infty)$ and transition law satisfying

$$
\mathbb{P}\left(\bar{\Phi}_{n+1} \in B \times \Xi \times T \mid \bar{\Phi}_{n}=(y, i, s)\right)=\sum_{j \in \Xi} \pi_{i j} \int_{T \cap[s, \infty)} \lambda e^{-\lambda(t-s)} J\left(S_{i}(t, y), B\right) d t
$$

for any $n \in \mathbb{N} \cup\{0\}, y \in Y, i \in I, s \geq 0$ and Borel sets $B \subset Y, \Xi \subset I, T \subset[0, \infty)$. Obviously, all the randomness of the PDMP $\Psi$ is contained in the chain $\bar{\Phi}$. What is more, the sequence $\Phi:=\left\{\left(Y_{n}, \xi_{n}\right)\right\}_{n}$ of the post-jump locations itself is an $X$-valued Markov chain (with respect to its natural filtration). Clearly, on the family of rectangles $B \times \Xi$ (where $B \subset Y$ is a Borel set, and $\Xi \subset I$ ), the transition law of this chain takes the form

$$
P((y, i), B \times \Xi):=\mathbb{P}\left(\Phi_{n+1} \in B \times \Xi \mid \Phi_{n}=(y, i)\right)=\sum_{j \in \Xi} \pi_{i j} \int_{0}^{\infty} \lambda e^{-\lambda t} J\left(S_{i}(t, y), B\right) d t
$$

The subclass of the PDMPs considered here somewhat resembles those investigated in [1-4,11,12]. All these papers, however, focus on processes evolving on finite-dimensional (and thus locally compact) spaces. While proving the existence of invariant distributions and ergodicity (usually in the total variation norm) in such a setup, one can use various adaptations of conventional methods of Meyn and Tweedie [36,37], based mainly on the Harris recurrence (assured e.g. by Hörmander-type bracket conditions, just as in [3]) or some criteria referring to the so-called drift towards a petite set. These techniques, however, are mostly valid only for $\psi$-irreducible processes, which is, obviously, not the case in our framework. On the other hand, [10], for instance, deals with a large class of regime switching Markov processes (a much more general family than that of PDMPs), which take values in a Polish space. Nevertheless, the criteria on the exponential ergodicity (in the Wasserstein distance) provided in that work are based on fairly general assumptions, such as the "exponential contractivity" of the given Markov semigroups or a Lyapunov-Foster type condition in the continuous-time context, which might be difficult to verify in practice (at least in a direct way).

The main goal of this paper is to provide relatively easy to check conditions on the kernel $J$ and the semiflows $S_{i}$ which would guarantee that both the transition operator of the chain $\Phi$ and the transition semigroup of the process $\Psi$ are exponentially ergodic in the bounded Lipschitz distance (equivalent to the one induced by the Dudley norm [22]). Such a metric, also known as the Fortet-Mourier distance (see e.g. [31,33]), is defined on the cone of non-negative finite Borel measures on $X$, and induces the topology of weak convergence of such measures [6]. Roughly speaking, the aforementioned form of ergodicity
means that the process under consideration admits a unique stationary (invariant) distribution, to which its distribution converges at an exponential rate in the Fortet-Mourier distance, independently of the initial state. The rigorous meaning of this term is given in Definitions 2.1 and 2.2. The general strategy of our approach is as follows:
(I) We begin with showing that, whenever $J$ enjoys some strengthened form of the Feller property, there exists a one-to-one correspondence between the set of invariant distributions of the process $\Psi$ and those of the associated chain $\Phi$ (Theorem 5.1).
(II) Next, we note that the existence of an appropriate coupling ( $\Phi^{(1)}, \Phi^{(2)}$ ) between two copies of $\Phi$, such that the mean distance between them decreases geometrically with time, in conjunction with the so-called Foster-Lyapunov drift condition (see, e.g., [21, Definition 6.23]) and the Feller property imposed on $P$, ensures the exponential ergodicity of $\Phi$ (Lemma 6.1).
(III) The essential step in our analysis is proving that, for a given coupling $\left(\Phi^{(1)}, \Phi^{(2)}\right)$ of the chain $\Phi$ enjoying the property indicated in (II), the corresponding coupling of the process $\Psi$ has an analogous property, provided that the semiflows $S_{i}$ fulfil a certain Lipschitz-type condition (Lemma 6.2). The key idea here is partially inspired by the techniques used in the proof of [10, Theorem 1.4].
(IV) From the results discussed in steps (I)-(III) we can conclude that, under suitable assumptions on the semiflows $S_{i}$ and the kernel $J$, providing all the requirements mentioned above, the existence of an appropriate coupling of $\Phi$ implies the exponential ergodicity of the process $\Psi$ (Theorem 6.1).
(V) Finally, we employ some additional hypotheses which, together with the previous ones, ensure that the coupling mentioned in (II) exists. This leads us to the main result of the paper, stated as Theorem 7.1. In particular, at this stage we require the existence of a substochastic kernel $Q_{J}$ on $Y^{2}$ with certain specific properties (in the spirit of $[15,29]$ ), such that

$$
Q_{J}\left(\left(y_{1}, y_{2}\right), \cdot \times Y\right) \leq J\left(y_{1}, \cdot\right) \quad \text { and } \quad Q_{J}\left(\left(y_{1}, y_{2}\right), Y \times \cdot\right) \leq J\left(y_{2}, \cdot\right),
$$

which further enables us to construct a substochastic kernel $Q_{P}$ on $X^{2}$, having the analogous properties with respect to $P$ (Lemma 7.1). The transition function of the desired coupling can be then defined as the sum of $Q_{P}$ and a suitable complementary kernel (Proposition 7.1). Such a construction is inspired by the ideas of Hairer [25], regarding the so-called asymptotic coupling technique (also used e.g. in [41, 43]).
What is especially noteworthy here is the fact that this approach also elucidates the way in which the exponential ergodicity of the PDMP $\Psi$ is inherited from the same property for the associated chain $\Phi$. This is visible in steps (I) and (III).

The obtained general result (i.e. Theorem 7.1) is further applied to derive a simple criterion on the exponential ergodicity (in the Fortet-Mourier distance) in the case where the jump kernel $J$ is a transition law of a random iterated function system (Proposition 7.2). This is done by taking advantage of the fact that the kernel $Q_{J}$, playing a key role in step $(\mathrm{V})$, can be defined explicitly in such a model. More specifically, we discuss the case in which $J$ is given by

$$
J(y, B)=\int_{\Theta} \mathbb{1}_{B}\left(w_{\theta}(y)\right) p_{\theta}(y) \vartheta(d \theta) \quad \text { for each } y \in Y \text { and any Borel set } B \subset Y,
$$

where $\left\{w_{\theta}: \theta \in \Theta\right\}$ is an arbitrary family of continuous transformations from $Y$ to itself, indexed by the elements of a measure space $(\Theta, \vartheta)$, and $\Theta \ni \theta \mapsto p_{\theta}(y), y \in Y$, is the associated set of state-dependent probability density functions with respect to $\vartheta$. In this setting, the model under consideration may serve as a framework for analysing the dynamics of gene expression in prokaryotes (see e.g. [5,14,34]), discussed in more detail within Example 7.3. Moreover, if $\vartheta(\Theta)=1$ and $p_{\theta} \equiv 1$ for every $\theta \in \Theta$, then $\{Y(t)\}_{t \geq 0}$ can be treated as the solution to a stochastic evolution equation with Poisson noise (see, e.g., [17,26,30,32,35]). An interpretation of Proposition 7.2 in this setup is presented in Example 7.2.

The discrete-time dynamical system $\Phi$ with the above-specified shape of the jump kernel $J$, even in a more general setting, wherein the probabilities $\pi_{i j}$ depend on the state, has been more widely examined (in terms of ergodicity and classical limit theorems) in our previous articles [14-17]. For instance, in [14], the exponential ergodicity of $\Phi$ has been used to prove the strong law of large numbers for the chain $\left\{f\left(\Phi_{n}\right)\right\}_{n \in \mathbb{N} \cup\{0\}}$ (with a Lipschitz continuous function $f: X \rightarrow \mathbb{R}$ ), which, in turn, has enabled us to derive the analogous law for the process $\{f(\Psi(t))\}_{t \geq 0}$ (without using the ergodicity of $\Psi$ ). The result provided in the present paper should prove to be useful in establishing also the central limit theorem for this process, which would be rather difficult to achieve based only on the properties of $\Phi$.

The organization of the paper is as follows. In Section 2, we introduce notation and some basic concepts regarding Markov semigroups acting on measures, including the employed definition of ergodicity. Section 3 provides a detailed description of the subclass of the PDMPs under study. In Section 4, we list and discuss all the assumptions underlying our main results. Section 5 is devoted to establishing a one-to-one correspondence between invariant distributions of the processes $\Psi$ and $\Phi$, that is, the realization of step (I). The essential part of our analysis, referring to the coupling argument, which has been described within steps (II)-(IV), is contained in Section 6. Step (V), including the construction of a suitable coupling for $\Phi$, is included in Section 7. Finally, also in this part of the paper, we state the main result and discuss some special cases of the model, for which the jumps are determined by a random iterated function system.

## 2. Preliminaries

Consider a complete separable metric space $(E, \rho)$, endowed with its Borel $\sigma$-field $\mathcal{B}(E)$. By $B_{E}(x, r)$ we will denote the open ball in $E$ centred at $x$ of radius $r>0$. The symbol $\mathbb{1}_{A}$ will be used to denote the indicator function of a subset $A$ of $E$ (or any other space, which should be clear from the context). Additionally, we set $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$ and $\mathbb{R}_{+}:=[0, \infty)$.

Let $B_{b}(E)$ stand for the Banach space of all real-valued, Borel measurable functions on $E$, equipped with the supremum norm $\|f\|_{\infty}:=\sup _{x \in E}|f(x)|$. By $C_{b}(E)$ we shall denote the subspace of $B_{b}(E)$ consisting of all continuous functions. In addition to this, we also define the set $\operatorname{Lip}_{b, 1}(E)$ as follows:

$$
\operatorname{Lip}_{b, 1}(E):=\left\{f \in C_{b}(E): 0 \leq f \leq 1, \sup _{x \neq y} \frac{|f(x)-f(y)|}{\rho(x, y)} \leq 1\right\}
$$

Moreover, we will write $\mathcal{M}(E)$ and $\mathcal{M}_{\text {prob }}(E)$ to denote the cone of all finite non-negative, Borel measures on $E$, and its subset consisting of all probability measures, respectively. Further, given any Borel measurable function $V: E \rightarrow[0, \infty)$, we shall consider the subset $\mathcal{M}_{\text {prob }}^{V}(E)$ of $\mathcal{M}_{\text {prob }}(E)$ consisting of all measures with finite first moment with respect to $V$, that is,

$$
\mathcal{M}_{\text {prob }}^{V}(E):=\left\{\mu \in \mathcal{M}_{\text {prob }}(E): \int_{E} V(x) \mu(d x)<\infty\right\}
$$

For brevity of notation, the Lebesgue integral $\int_{E} f d \mu$ of a Borel measurable function $f: E \rightarrow \mathbb{R}$ with respect to a signed Borel measure $\mu$ - if exists - will be sometimes denoted by $\langle f, \mu\rangle$. Furthermore, we will write $\delta_{x}$ for the Dirac measure at $x \in E$ on $\mathcal{B}(E)$.

To describe the distance between measures, we will use the Fortet-Mourier metric (equivalent to the metric induced by the Dudley norm [22]), which on $\mathcal{M}(E)$, is defined by

$$
d_{F M, \rho}(\mu, \nu):=\sup _{f \in \operatorname{Lip}_{b, 1}(E)}|\langle f, \mu-\nu\rangle| \quad \text { for any } \quad \mu, \nu \in \mathcal{M}(E) .
$$

It is well-known that, as long as $E$ is separable (which is the case here), the metric $d_{F M, \rho}$ induces the topology of weak convergence of measures on $\mathcal{M}(E)$ (cf. [22, Theorems 6 and 8 ] or [6, Theorem 8.3.2]). Let us recall
here that a sequence $\left\{\mu_{n}\right\}_{n \in \mathbb{N}} \subset \mathcal{M}(E)$ of measures is called weakly convergent to a measure $\mu \in \mathcal{M}(E)$ if $\left\langle f, \mu_{n}\right\rangle \rightarrow\langle f, \mu\rangle$, as $n \rightarrow \infty$, for any $f \in C_{b}(E)$. Moreover, if $(E, \rho)$ is complete (which is also the case in our setting), then so is the space $\left(\mathcal{M}_{\text {prob }}(E), d_{F M, \rho}\right)$ (see [22, Theorem 9]).

Before further discussion, it is also useful to recall several basic concepts in the theory of Markov operators.
A function $P: E \times \mathcal{B}(E) \rightarrow[0,1]$ is called a (sub)stochastic kernel if for each $A \in \mathcal{B}(E), x \mapsto P(x, A)$ is a Borel measurable map on $E$, and for each $x \in E, A \mapsto P(x, A)$ is a (sub)probability Borel measure on $\mathcal{B}(E)$. The composition of two such kernels, say $P$ and $Q$, is defined by

$$
\begin{equation*}
P Q(x, A):=\int_{X} Q(y, A) P(x, d y) \quad \text { for any } \quad x \in E, A \in \mathcal{B}(E) . \tag{2.1}
\end{equation*}
$$

According to this rule, we can also define recursively the so-called $n$-step kernel $P^{n}$, by setting $P^{1}:=P$ and $P^{n+1}:=P^{n} P$ for every $n \in \mathbb{N}$.

For any (sub)stochastic kernel $P$, we can consider two operators (which will be denoted by the same symbol), one acting on $\mathcal{M}(E)$, and the second one acting on $B_{b}(E)$, defined by

$$
\begin{align*}
\mu P(A) & :=\int_{E} P(x, A) \mu(d x) \quad \text { for } \quad \mu \in \mathcal{M}(E), A \in \mathcal{B}(E),  \tag{2.2}\\
P f(x) & :=\int_{E} f(y) P(x, d y) \quad \text { for } \quad f \in B_{b}(E), x \in E . \tag{2.3}
\end{align*}
$$

Note that these operators are related to each other in the following way:

$$
\langle f, \mu P\rangle=\langle P f, \mu\rangle \quad \text { for any } \quad f \in B_{b}(E), \mu \in \mathcal{M}(E)
$$

Obviously, the $n$th iterations $(\cdot) P^{n}$ and $P^{n}(\cdot)$ are induced by the $n$-step kernel $P^{n}$. If $P$ is a stochastic kernel, then $P: \mathcal{M}(E) \rightarrow \mathcal{M}(E)$, given by (2.2), is called a (regular) Markov operator, and $P: B_{b}(E) \rightarrow B_{b}(E)$, defined by (2.3), is said to be its dual operator. Let us stress that formula (2.3) will be sometimes applied, with a slight abuse of notation, to unbounded above functions as well; for example, we shall write $P \rho\left(\cdot, x^{*}\right)$ (for a fixed $x^{*} \in E$ ).

A family of stochastic kernels $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$(or the induced family of Markov operators) is called a Markov semigroup if $P_{s} P_{t}=P_{s+t}$ for any $s, t \geq 0$ in the sense of $(2.1)$, and $P_{0}(x, \cdot)=\delta_{x}$ for every $x \in E$. In terms of Markov operators, this is obviously equivalent to saying that $P_{s} \circ P_{t}=P_{s+t}$ for all $s, t \geq 0$, and $(\cdot) P_{0}$ is the identity map.

Given a stochastic kernel $P$ on $E \times \mathcal{B}(E)$ and $\mu \in \mathcal{M}_{\text {prob }}(E)$, by a time-homogeneous Markov chain with (one-step) transition law $P$ and initial distribution $\mu$ we mean a sequence of $E$-valued random variables $\Phi:=\left\{\Phi_{n}\right\}_{n \in \mathbb{N}_{0}}$, defined on some probability space $\left(\Omega, \mathcal{F}, \mathbb{P}_{\mu}\right)$, such that, for any $A \in \mathcal{B}(E)$ and $n \in \mathbb{N}$,

$$
\begin{gather*}
\mathbb{P}_{\mu}\left(\Phi_{0} \in A\right)=\mu(A)  \tag{2.4}\\
\mathbb{P}_{\mu}\left(\Phi_{n+1} \in A \mid \mathcal{F}_{n}\right)=\mathbb{P}\left(\Phi_{n+1} \in A \mid \Phi_{n}\right)=P\left(\Phi_{n}, A\right) \tag{2.5}
\end{gather*}
$$

where $\mathcal{F}_{n}$ is the $\sigma$-field generated by $\Phi_{0}, \ldots, \Phi_{n}$. The expectation operator with respect to $\mathbb{P}_{\mu}$ is then denoted by $\mathbb{E}_{\mu}$. In the case where $\mu=\delta_{x}$ with some $x \in E$, we simply write $\mathbb{P}_{x}$ and $\mathbb{E}_{x}$ rather than $\mathbb{P}_{\delta_{x}}$ and $\mathbb{E}_{\delta_{x}}$, respectively. Obviously $\mathbb{P}_{x}=\mathbb{P}_{\mu}\left(\cdot \mid \Phi_{0}=x\right)$ for any $x \in E$.

One can easily check that, for every $k \in \mathbb{N}$, the $k$-step transition probabilities of $\Phi$ are determined by the kernels $P^{k}$, i.e. $\mathbb{P}\left(\Phi_{n+k} \in A \mid \Phi_{n}\right)=P^{k}\left(\Phi_{n}, A\right)$. Consequently, it follows that the Markov operator (.) $P$ describes the evolution of the distribution of $\Phi$, i.e. $\mu_{n+1}=\mu_{n} P$ for any $n \in \mathbb{N}_{0}$, where $\mu_{n}$ is the distribution of $\Phi_{n}$. In this connection, it is reasonable to call $(\cdot) P$ the transition operator of $\Phi$. Furthermore, it is also worth noting that the dual operator of $(\cdot) P^{n}$ can be expressed as

$$
\begin{equation*}
P^{n} f(x)=\mathbb{E}_{x}\left[f\left(\Phi_{n}\right)\right] \quad \text { for any } \quad x \in E, f \in B_{b}(E), n \in \mathbb{N} . \tag{2.6}
\end{equation*}
$$

On the other hand, it is well-known that, for any stochastic kernel $P$ on $E \times \mathcal{B}(E)$ and any $\mu \in \mathcal{M}_{\text {prob }}(E)$, on some probability space $\left(\Omega, \mathcal{F}, \mathbb{P}_{\mu}\right)$, there exists a time-homogeneous Markov chain $\Phi$ with transition law $P$ and initial measure $\mu$ (see e.g. [38]). In practice, it is convenient to assume that $\Omega:=E^{\mathbb{N}_{0}}, \mathcal{F}:=\mathcal{B}\left(E^{\mathbb{N}_{0}}\right)$ (where $E^{\mathbb{N}_{0}}$ is endowed with the product topology), and that $\left\{\Phi_{n}\right\}_{n \in \mathbb{N}_{0}}$ is a sequence of canonical projections from $\Omega$ to $E$, that is, $\Phi_{n}(\omega)=x_{n}$ for any $\omega=\left(x_{0}, x_{1}, \ldots\right) \in \Omega$, with $x_{0}, x_{1}, \ldots \in E$. Then, for each $\mu \in \mathcal{M}_{\text {prob }}(E)$, one can construct a probability measure $\mathbb{P}_{\mu}$ on $\mathcal{F}$ such that

$$
\begin{equation*}
\mathbb{P}_{\mu}(F)=\int_{E} \int_{E} \ldots \int_{E} \mathbb{1}_{A_{0} \times \cdots \times A_{n}}\left(x_{0}, \ldots, x_{n}\right) P\left(x_{n-1}, d x_{n}\right) \ldots P\left(x_{0}, d x_{1}\right) \mu\left(d x_{0}\right) \tag{2.7}
\end{equation*}
$$

for any $n \in \mathbb{N}_{0}$ and $F=\left\{\Phi_{0} \in A_{0}, \ldots, \Phi_{n} \in A_{n}\right\}$, where $A_{0}, \ldots, A_{n} \in \mathcal{B}(E)$. It then follows easily that $\Phi$ obeys (2.4) and (2.5) for every $\mu \in \mathcal{M}_{\text {prob }}(E)$, and, what is more, we have

$$
\begin{equation*}
\mathbb{P}_{\mu}(F)=\int_{X} \mathbb{P}_{x}(F) \mu(d x) \quad \text { for any } \quad F \in \mathcal{F}, \mu \in \mathcal{M}_{p r o b}(E) \tag{2.8}
\end{equation*}
$$

The Markov chain constructed in this way is called a canonical one.
Given a Markov semigroup $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$of stochastic kernels on $E \times \mathcal{B}(E)$ and a measure $\mu \in \mathcal{M}_{p r o b}(E)$, by a time-homogeneous Markov process with transition semigroup $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$and initial distribution $\mu$ we mean a family of $E$-valued random variables $\Psi:=\{\Psi(t)\}_{t \in \mathbb{R}_{+}}$on some probability space $\left(\Omega, \mathcal{F}, \mathbb{P}_{\mu}\right)$ such that, for any $A \in \mathcal{B}(E)$ and $s, t \geq 0$,

$$
\begin{gather*}
\mathbb{P}_{\mu}(\Psi(0) \in A)=\mu(A) \\
\mathbb{P}_{\mu}(\Psi(s+t) \in A \mid \mathcal{F}(s))=\mathbb{P}_{\mu}(\Psi(s+t) \in A \mid \Psi(s))=P_{t}(\Psi(s), A) \tag{2.9}
\end{gather*}
$$

where $\mathcal{F}(s)$ is the $\sigma$-field generated by $\{\Psi(h): h \leq s\}$. From (2.9) it obviously follows that $\mu(s+t)=\mu(s) P_{t}$ for any $s, t \geq 0$, where $\mu(t)$ stands for the distribution of $\Psi(t)$ for every $t \geq 0$. Moreover, analogously as in the discrete case, the dual operator of $P_{t}$ can be expressed as

$$
\begin{equation*}
P_{t} f(x)=\mathbb{E}_{x}[f(\Psi(t))] \quad \text { for any } \quad x \in E, f \in B_{b}(E), t \geq 0 \tag{2.10}
\end{equation*}
$$

Let us now briefly recall some notions concerning the ergodicity of Markov operators, which will be used throughout the paper.

First of all, a Markov operator $P$ is called Feller if its dual operator preserves continuity, that is, $P\left(C_{b}(E)\right) \subset C_{b}(E)$. Furthermore, a Markov semigroup $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$is called Feller if $P_{t}$ is Feller for any $t \geq 0$.

A measure $\mu_{*} \in \mathcal{M}(E)$ is said to be invariant for a Markov operator $P$ if $\mu_{*} P=\mu_{*}$. By analogy, we say that $\tilde{\mu}_{*} \in \mathcal{M}(E)$ is invariant for a Markov semigroup $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$whenever $\tilde{\mu}_{*} P_{t}=\tilde{\mu}_{*}$ for every $t \geq 0$.

We finalize this section with the definitions of two properties that will be verified in the main results of this paper.

Definition 2.1. Let $P$ be a transition operator of an $E$-valued Markov chain $\Phi$. Given a Borel measurable function $V: E \rightarrow[0, \infty)$, we shall say that $P$ (or the chain $\Phi$ ) is $V$-exponentially ergodic in $d_{F M, \rho}$ if it admits a unique invariant probability measure $\mu_{*}^{\Phi}$, such that $\mu_{*}^{\Phi} \in \mathcal{M}_{p r o b}^{V}(E)$, and there exists a constant $q \in(0,1)$ such that, for every $\mu \in \mathcal{M}_{p r o b}^{V}(E)$ and some $C(\mu)<\infty$, we have

$$
d_{F M, \rho}\left(\mu P^{n}, \mu_{*}^{\Phi}\right) \leq C(\mu) q^{n} \quad \text { for any } \quad n \in \mathbb{N}
$$

Definition 2.2. Let $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$be a transition semigroup of an $E$-valued Markov process $\Psi$. Given a Borel measurable function $V: E \rightarrow[0, \infty)$, we shall say that $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$(or the process $\Psi$ ) is $V$-exponentially ergodic in $d_{F M, \rho}$ if it admits a unique invariant probability measure $\mu_{*}^{\Psi}$, such that $\mu_{*}^{\Psi} \in \mathcal{M}_{p r o b}^{V}(E)$, and there exists a constant $\gamma>0$ such that, for every $\mu \in \mathcal{M}_{p r o b}^{V}(E)$ and some $\bar{C}(\mu)<\infty$, we have

$$
d_{F M, \rho}\left(\mu P_{t}, \mu_{*}^{\Psi}\right) \leq \bar{C}(\mu) e^{-\gamma t} \quad \text { for any } \quad t \geq 0
$$

## 3. The model under study

Let $\left(Y, \rho_{Y}\right)$ be a complete separable metric space, and let $I$ be a finite set endowed with the discrete metric d, i.e. $\mathbf{d}(i, j)=1$ if $i \neq j$ and $\mathbf{d}(i, j)=0$ otherwise. In what follows, we shall also refer to the spaces

$$
X:=Y \times I \quad \text { and } \quad \bar{X}:=X \times \mathbb{R}_{+}
$$

considered with the product topologies. Additionally, we assume that $X$ is endowed with a metric $\rho_{X, c}$ of the form

$$
\begin{equation*}
\rho_{X, c}\left(x_{1}, x_{2}\right)=\rho_{Y}\left(y_{1}, y_{2}\right)+c \mathbf{d}\left(i_{1}, i_{2}\right) \quad \text { for } \quad x_{1}=\left(y_{1}, i_{1}\right), x_{2}=\left(y_{2}, i_{2}\right) \in X \tag{3.1}
\end{equation*}
$$

where $c$ is a given positive constant, whose value will be relevant in Section 7. The Fortet-Mourier distance in $\mathcal{M}(X)$, induced by the metric $\rho_{X, c}$, will be simply denoted by $d_{F M, c}$ (rather than $d_{F M, \rho_{X, c}}$ ). Throughout the paper, we will also refer to the standard bounded metric induced by $\rho_{X, c}$, that is,

$$
\begin{equation*}
\bar{\rho}_{X, c}\left(x_{1}, x_{2}\right):=\rho_{X, c}\left(x_{1}, x_{2}\right) \wedge 1 \quad \text { for any } \quad x_{1}, x_{2} \in X \tag{3.2}
\end{equation*}
$$

where $\wedge$ stands for the minimum.
Consider a collection $\left\{S_{i}: i \in I\right\}$ of jointly continuous semiflows acting from $\mathbb{R}_{+} \times Y$ to $Y$. By calling $S_{i}$ a semiflow we mean, as usual, that

$$
S_{i}\left(s, S_{i}(t, y)\right)=S_{i}(s+t, y) \quad \text { and } \quad S_{i}(0, y)=y \quad \text { for any } \quad s, t \in \mathbb{R}_{+}, y \in Y
$$

Furthermore, suppose that we are given a right stochastic matrix $\left\{\pi_{i j}: i, j \in I\right\}$, i.e.

$$
\pi_{i j} \in \mathbb{R}_{+} \text {for any } i, j \in I, \quad \text { and } \quad \sum_{j \in I} \pi_{i j}=1 \text { for every } i \in I
$$

a positive constant $\lambda$, as well as an arbitrary stochastic kernel $J: Y \times \mathcal{B}(Y) \rightarrow[0,1]$.
Let us now define a stochastic kernel $\bar{P}: \bar{X} \times \mathcal{B}(\bar{X}) \rightarrow[0,1]$ by setting

$$
\begin{equation*}
\bar{P}((y, i, s), \bar{A})=\sum_{j \in I} \pi_{i j} \int_{0}^{\infty} \lambda e^{-\lambda h} \int_{Y} \mathbb{1}_{\bar{A}}(u, j, h+s) J\left(S_{i}(h, y), d u\right) d h \tag{3.3}
\end{equation*}
$$

for any $y \in Y, i \in I, s \in \mathbb{R}_{+}$and $\bar{A} \in \mathcal{B}(\bar{X})$. Moreover, let $P: X \times \mathcal{B}(X) \rightarrow[0,1]$ denote the kernel given by

$$
\begin{equation*}
P((y, i), A):=\bar{P}\left((y, i, 0), A \times \mathbb{R}_{+}\right) \quad \text { for } \quad y \in Y, i \in I, A \in \mathcal{B}(X) \tag{3.4}
\end{equation*}
$$

where $\bar{P}$ is given by (3.3).

Remark 3.1. Taking into account the continuity of the maps $Y \ni y \mapsto S_{i}(t, y), t \geq 0, i \in I$, it is easy to see that $P$ is Feller whenever so is the kernel $J$.

By $\bar{\Phi}:=\left\{\left(Y_{n}, \xi_{n}, \tau_{n}\right)\right\}_{n \in \mathbb{N}_{0}}$ we will denote a time-homogeneous Markov chain with state space $\bar{X}$ and transition law $\bar{P}$, wherein $Y_{n}, \xi_{n}, \tau_{n}$ take values in $Y, I, \mathbb{R}_{+}$, respectively. More precisely, $\bar{\Phi}$ will be regarded as the canonical Markov chain, constructed on the coordinate space $\Omega:=\bar{X}^{\mathbb{N}_{0}}$, equipped with the $\sigma$-field $\mathcal{F}:=\mathcal{B}\left(\bar{X}^{\mathbb{N}_{0}}\right)$ and a suitable family $\left\{\mathbb{P}_{\nu}: \nu \in \mathcal{M}_{\text {prob }}(\bar{X})\right\}$ of probability measures on $\mathcal{F}$, where the subscript $\nu$ indicates the initial distribution of $\bar{\Phi}$. For every $\nu \in \mathcal{M}_{\text {prob }}(\bar{X})$, we therefore have

$$
\begin{gathered}
\mathbb{P}_{\nu}\left(\bar{\Phi}_{0} \in \bar{A}\right)=\nu(\bar{A}) \quad \text { for any } \quad \bar{A} \in \mathcal{B}(\bar{X}) \\
\mathbb{P}_{\nu}\left(\bar{\Phi}_{n+1} \in \bar{A} \mid \bar{\Phi}_{n}=(y, i, s)\right)=\bar{P}((y, i, s), \bar{A}) \quad \text { for any } \quad(y, i, s) \in \bar{X}, \bar{A} \in \mathcal{B}(\bar{X}), n \in \mathbb{N}_{0}
\end{gathered}
$$

Obviously, the sequences $\Phi:=\left\{\left(Y_{n}, \xi_{n}\right)\right\}_{n \in \mathbb{N}_{0}},\left\{\xi_{n}\right\}_{n \in \mathbb{N}_{0}}$ and $\left\{\tau_{n}\right\}_{n \in \mathbb{N}_{0}}$ are Markov chains with respect to their own natural filtrations, and their transition laws satisfy

$$
\begin{gather*}
\mathbb{P}_{\nu}\left(\Phi_{n+1} \in A \mid \Phi_{n}=(y, i)\right)=P((y, i), A) \quad \text { for } \quad(y, i) \in X, A \in \mathcal{B}(X), \\
\mathbb{P}_{\nu}\left(\xi_{n+1}=j \mid \xi_{n}=i\right)=\pi_{i j} \quad \text { for } \quad i, j \in I  \tag{3.5}\\
\mathbb{P}_{\nu}\left(\tau_{n+1} \leq t \mid \tau_{n}=s\right)=\mathbb{1}_{[s, \infty)}(t)\left(1-e^{-\lambda(t-s)}\right) \quad \text { for } \quad s, t \in \mathbb{R}_{+} . \tag{3.6}
\end{gather*}
$$

Moreover, note that the increments $\Delta \tau_{n}:=\tau_{n}-\tau_{n-1}, n \in \mathbb{N}$, form a sequence of independent, exponentially distributed random variables with the same rate parameter $\lambda$, and thus $\tau_{n} \uparrow \infty$, as $n \rightarrow \infty, \mathbb{P}_{\nu}$-a.s. (due to the strong law of large numbers).

The main focus of our study will be a PDMP $\Psi:=\{(Y(t), \xi(t))\}_{t \in \mathbb{R}_{+}}$with jump times $\tau_{n}, n \in \mathbb{N}_{0}$, defined via interpolation of the chain $\Phi$, so that:

$$
\begin{equation*}
Y(t):=S_{\xi_{n}}\left(t-\tau_{n}, Y_{n}\right), \quad \xi(t)=\xi_{n} \quad \text { whenever } \quad t \in\left[\tau_{n}, \tau_{n+1}\right) \text { for } n \in \mathbb{N}_{0} \tag{3.7}
\end{equation*}
$$

The transition semigroup of this process will be denoted by $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$. Obviously, the discrete-time model $\Phi$ with transition law $P$, determined by (3.4), can be viewed as the Markov chain given by the post-jump locations of $\Psi$, since

$$
\Phi_{n}=\left(Y_{n}, \xi_{n}\right)=\left(Y\left(\tau_{n}\right), \xi\left(\tau_{n}\right)\right)=\Psi\left(\tau_{n}\right) \quad \text { for every } \quad n \in \mathbb{N}_{0} .
$$

Looking at the shape of the kernel $\bar{P}$, one can say (somewhat informally) that the probability of visiting a given set $B$ right after the $(n+1)$ th jump, given $S_{\xi_{n}}\left(\Delta \tau_{n+1}, Y_{n}\right)=y$, is equal to $J(y, B)$.

Remark 3.2. As has been already mentioned in the introduction, the above-described model $(\Phi, \Psi)$ is a generalization of that considered in [14] (apart from the probabilities $\pi_{i j}$, which are constant here); cf. also [17]. More specifically, in [14], the kernel $J$ is a transition law of some randomly perturbed iterated function system, i.e. it has the form:

$$
J(y, B)=\int_{\operatorname{supp} \nu} \int_{\Theta} \mathbb{1}_{B}\left(w_{\theta}(y)+v\right) p_{\theta}(y) \vartheta(d \theta) \nu(d v) \quad \text { for } \quad B \in \mathcal{B}(Y) .
$$

In that case, $Y$ is a closed subset of a Banach space $H, \nu \in \mathcal{M}_{\text {prob }}(H)$ is a probability measure with bounded support, $\Theta$ stands for an arbitrary topological space, endowed with a Borel measure $\nu,\left\{w_{\theta}: \theta \in \Theta\right\}$ is a given family of continuous transformations from $Y$ to itself, such that $w_{\theta}(Y)+v \subset Y$ for any $v \in \operatorname{supp} \nu$, and $\Theta \ni \theta \mapsto p_{\theta}(y) \in \mathbb{R}_{+}, y \in Y$, are the associated (state-dependent) probability density functions with respect to $\vartheta$. We shall come back to this particular case in Section 7.2.

## 4. Assumptions on the model components

Let us begin this section by listing all the conditions that will be used throughout the remainder of the paper. The list can be naturally divided into two parts. The first one contains assumptions referring to the deterministic part of the model (i.e., the flows $S_{i}$ and the probabilities $\pi_{i j}$ ), which read as follows:
(S1) For some $y^{*} \in Y$, we have

$$
\begin{equation*}
\int_{0}^{\infty} e^{-\lambda t} \rho_{Y}\left(S_{i}\left(t, y^{*}\right), y^{*}\right) d t<\infty \quad \text { for any } \quad i \in I \tag{4.1}
\end{equation*}
$$

(S2) There exist $L>0$ and $\alpha \in \mathbb{R}$ such that

$$
\rho_{Y}\left(S_{i}\left(t, y_{1}\right), S_{i}\left(t, y_{2}\right)\right) \leq L e^{\alpha t} \rho_{Y}\left(y_{1}, y_{2}\right) \text { for } \quad y_{1}, y_{2} \in Y, i \in I, t \geq 0 .
$$

(S3) There exist a Lebesgue measurable function $\varphi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$and a function $\mathcal{L}: Y \rightarrow \mathbb{R}_{+}$, bounded on bounded sets, such that

$$
K_{\varphi}:=\int_{0}^{\infty} e^{-\lambda t} \varphi(t) d t<\infty
$$

and

$$
\rho_{Y}\left(S_{i}(t, y), S_{j}(t, y)\right) \leq \varphi(t) \mathcal{L}(y) \quad \text { for any } \quad t \geq 0, y \in Y, i, j \in I .
$$

(S4) There exists $j_{0} \in I$ such that $\min _{i \in I} \pi_{i j_{0}}>0$.
The second part of the list includes certain conditions on the kernel $J$, governing the post-jump locations. They are as follows:
(J1) There exist $y^{*} \in Y$ and constants $\tilde{a}>0, \tilde{b} \geq 0$ for which $J$ satisfies

$$
\begin{equation*}
J \rho_{Y}\left(\cdot, y^{*}\right)(y) \leq \tilde{a} \rho_{Y}\left(y, y^{*}\right)+\tilde{b} \quad \text { for any } \quad y \in Y . \tag{4.2}
\end{equation*}
$$

(J2) There exists a substochastic kernel $Q_{J}: Y^{2} \times \mathcal{B}\left(Y^{2}\right) \rightarrow[0,1]$ such that

$$
\begin{equation*}
Q_{J}\left(\left(y_{1}, y_{2}\right), B \times Y\right) \leq J\left(y_{1}, B\right) \quad \text { and } \quad Q_{J}\left(\left(y_{1}, y_{2}\right), Y \times B\right) \leq J\left(y_{2}, B\right) \tag{4.3}
\end{equation*}
$$

for any $y_{1}, y_{2} \in Y$ and $B \in \mathcal{B}(Y)$, which enjoys the following properties:

$$
\begin{gather*}
\int_{Y^{2}} \rho_{Y}(u, v) Q_{J}\left(\left(y_{1}, y_{2}\right), d u \times d v\right) \leq \tilde{a} \rho_{Y}\left(y_{1}, y_{2}\right) \quad \text { for any } \quad y_{1}, y_{2} \in Y,  \tag{4.4}\\
\inf _{\left(y_{1}, y_{2}\right) \in Y^{2}} Q_{J}\left(\left(y_{1}, y_{2}\right), \widetilde{U}\left(\tilde{a} \rho_{Y}\left(y_{1}, y_{2}\right)\right)\right) \geq \eta \quad \text { for some } \quad \eta>0, \tag{4.5}
\end{gather*}
$$

where

$$
\begin{equation*}
\widetilde{U}(r):=\left\{(u, v) \in Y^{2}: \rho_{Y}(u, v) \leq r\right\} \quad \text { for } \quad r>0, \tag{4.6}
\end{equation*}
$$

and $\tilde{a}$ is the constant for which (J1) holds, as well as there exists $\tilde{l}>0$ such that

$$
\begin{equation*}
Q_{J}\left(\left(y_{1}, y_{2}\right), Y^{2}\right)>1-\tilde{l}_{\rho_{Y}}\left(y_{1}, y_{2}\right) \quad \text { for any } y_{1}, y_{2} \in Y . \tag{4.7}
\end{equation*}
$$

(J3) For every function $g \in C_{b}\left(Y \times \mathbb{R}_{+}\right)$, the map $Y \times \mathbb{R}_{+} \ni(y, t) \mapsto J g(\cdot, t)(y)$ is jointly continuous.
In the main results, these two kinds of assumptions will be linked with each other by requiring that the constants $L>0, \alpha \in \mathbb{R}$ and $\tilde{a}>0$, appearing in (S2) and (J1), respectively, satisfy the inequality

$$
\begin{equation*}
\tilde{a} L+\frac{\alpha}{\lambda}<1, \tag{4.8}
\end{equation*}
$$

which, in turn, guarantees that the dual of the Markov operator $P$, induced by (3.4), enjoys a property known as the Foster-Lyapunov drift condition (see Lemma 4.1, given below). Such a condition is commonly used while studying the ergodic properties of Markov processes (see e.g. [36,37]). It is worth nothing here that, in particular, the inequality above yields that $\alpha<\lambda$. An assumption similar to (4.8) appears, e.g., in [31, Proposition 5.1], where a Poisson driven stochastic differential equation is considered.

Remark 4.1. Obviously, condition (J3) is a strengthened form of the Feller property for $J$.
Remark 4.2. Note that, if (4.1) is fulfilled for some $y^{*} \in Y$, then it is also valid for every $y^{*} \in Y$, whenever (S2) holds with some $\alpha<\lambda$. Hence, while considering the conjunction of conditions (S1), (S2) and (J1), we may and we will always assume that (4.1) and (4.2) hold with the same $y^{*}$.

Lemma 4.1. Suppose that (S1), (S2) and (J1) hold with L, $\alpha$, ã satisfying inequality (4.8). Then $P$ fulfils the Foster-Lyapunov condition with the function $V: X \rightarrow[0, \infty)$ of the form

$$
\begin{equation*}
V(x):=\rho_{Y}\left(y, y^{*}\right) \quad \text { for } \quad x=(y, i) \in X, \tag{4.9}
\end{equation*}
$$

where $y^{*}$ is specified by (J1), that is, there exist $a \in(0,1)$ and $b \in[0, \infty)$ such that

$$
\begin{equation*}
P V(x) \leq a V(x)+b \quad \text { for all } \quad x \in X . \tag{4.10}
\end{equation*}
$$

Moreover, the constants $a, b$ can be chosen as

$$
\begin{equation*}
a:=\frac{\tilde{a} \lambda L}{\lambda-\alpha} \quad \text { and } \quad b:=\tilde{a} \lambda \max _{i \in I} \int_{0}^{\infty} e^{-\lambda t} \rho_{Y}\left(S_{i}\left(t, y^{*}\right), y^{*}\right) d t+\tilde{b} \tag{4.11}
\end{equation*}
$$

with $L, \alpha, \tilde{a}, \tilde{b}$ and $y^{*}$ determined by (S2) and (J1).
Proof. Let $a, b$ be defined as above. Then $b \geq 0$ (since $\tilde{a}, \tilde{b} \geq 0$ ), and (4.8) yields that $a \in(0,1)$. Finally, we are led to the conclusion by the following estimates:

$$
\begin{aligned}
P V(y, i) & =\int_{0}^{\infty} \lambda e^{-\lambda h} J \rho_{Y}\left(\cdot, y^{*}\right)\left(S_{i}(h, y)\right) d h \leq \tilde{a} \int_{0}^{\infty} \lambda e^{-\lambda h} \rho_{Y}\left(S_{i}(h, y), y^{*}\right) d h+\tilde{b} \\
& \leq \tilde{a} \int_{0}^{\infty} \lambda e^{-\lambda h}\left[\rho_{Y}\left(S_{i}(h, y), S_{i}\left(h, y^{*}\right)\right)+\rho_{Y}\left(S_{i}\left(h, y^{*}\right), y^{*}\right)\right] d h+\tilde{b} \\
& \leq \tilde{a} \int_{0}^{\infty} \lambda e^{-\lambda h}\left[L e^{\alpha h} \rho_{Y}\left(y, y^{*}\right)+\rho\left(S_{i}\left(h, y^{*}\right), y^{*}\right)\right] d h+\tilde{b} \\
& =\tilde{a} \lambda L\left(\int_{0}^{\infty} e^{-(\lambda-\alpha) h} d h\right) V(y, i)+\tilde{a} \lambda \int_{0}^{\infty} e^{-\lambda h} \rho\left(S_{i}\left(h, y^{*}\right), y^{*}\right) d h+\tilde{b} \\
& \leq a V(y, i)+b \quad \text { for any } y \in Y, i \in I . \quad \square
\end{aligned}
$$

In Section 7, we also assume that the constant $c$, appearing in (3.1), is sufficiently large. More precisely, having imposed conditions (S1)-(S3), (J1) and (4.8), we require that

$$
\begin{equation*}
c \geq \frac{\lambda-\alpha}{L}\left(M_{\mathcal{L}} K_{\varphi}+\frac{M_{\mathcal{L}} M_{\varphi}}{\lambda}\right)+1, \tag{4.12}
\end{equation*}
$$

where

$$
\begin{gather*}
M_{\mathcal{L}}:=\sup \left\{\mathcal{L}(y): \rho_{Y}\left(y, y^{*}\right) \leq 4 b /(1-a)\right\},  \tag{4.13}\\
M_{\varphi}:=\sup \left\{\varphi(t): t \leq \lim _{s \rightarrow \alpha} s^{-1} \ln \left(\lambda(\lambda-s)^{-1}\right)\right\}, \tag{4.14}
\end{gather*}
$$

and the constants $a$ and $b$ are given by (4.11).
Conditions (S1)-(S3) are satisfied, for example, for the flows generated by some classes of dissipative differential equations. This rests on the following observation (cf. [28]):

Remark 4.3. Suppose that $Y$ is a closed subset of a Hilbert space $H$, endowed with an inner product $\langle\cdot \mid \cdot\rangle$, inducing the norm $\|\cdot\|$. Let $A_{i}: Y \rightarrow H, i \in I$, be a finite collection of $\alpha$-dissipative operators with some $\alpha \leq 0$, i.e.

$$
\begin{equation*}
\left\langle A_{i} y_{1}-A_{i} y_{2} \mid y_{1}-y_{2}\right\rangle \leq \alpha\left\|y_{1}-y_{2}\right\|^{2} \quad \text { for any } \quad y_{1}, y_{2} \in Y, i \in I . \tag{4.15}
\end{equation*}
$$

Furthermore, assume that the so-called range condition holds, that is, there exists a positive constant $T$ such that

$$
\begin{equation*}
Y \subset \text { Range }\left(\mathrm{id}_{Y}-t A_{i}\right) \quad \text { for all } \quad t \in(0, T), i \in I . \tag{4.16}
\end{equation*}
$$

Then, according to [28, Theorem 5.11], for any $i \in I$ and $y \in Y$, the initial value problem

$$
u^{\prime}(t)=A_{i} u(t) \text { for } t \geq 0, \quad u(0)=y,
$$

has a unique (strong) solution $\mathbb{R}_{+} \ni t \mapsto S_{i}(t, y) \in Y$, which obviously generates a semiflow. What is more, by virtue of [28, Theorem 5.3 and Corollary 5.4], the semiflows $S_{i}$ satisfy

$$
\begin{gathered}
\left\|S_{i}\left(t, y_{1}\right)-S_{i}\left(t, y_{2}\right)\right\| \leq e^{\alpha t}\left\|y_{1}-y_{2}\right\| \quad \text { for any } \quad y_{1}, y_{2} \in Y, \\
\left\|S_{i}(t, y)-y\right\| \leq t\left\|A_{i} y\right\| \quad \text { for any } \quad y \in Y .
\end{gathered}
$$

This, in turn, implies that conditions (S1)-(S3) hold for such $S_{i}, i \in I$, with an arbitrarily fixed $y^{*} \in Y$, the dissipativity constant $\alpha$,

$$
L=1, \quad \mathcal{L}(y)=2 \max _{i \in I}\left\|A_{i} y\right\| \quad \text { and } \quad \varphi(t)=t
$$

provided that $A_{i}, i \in I$, are bounded on bounded sets. Obviously, if $I$ contains only one element, then (S3) is satisfied trivially (with $\mathcal{L} \equiv \varphi \equiv 0$ ), and thus the assumption of the boundedness on bounded sets is superfluous in this case.

On the other hand, the following simple example (inspired by [3, Example 5.2]) demonstrates that (S1)-(S3) may also hold for the flows generated by $\alpha$-dissipative equations with a positive $\alpha$.

Example 4.1. Suppose that $(Y,\|\cdot\|)$ is a Banach space, and let $z \in Y, \alpha \in \mathbb{R}$ be fixed. Consider the semiflows $S_{1}, S_{2}: \mathbb{R}_{+} \times Y \rightarrow Y$ induced by the differential equations (in $Y$ )

$$
u^{\prime}(t)=\alpha u(t) \quad \text { and } \quad u^{\prime}(t)=\alpha(u(t)-z) \quad \text { for } \quad t \geq 0,
$$

respectively, that is

$$
S_{1}(t, y)=e^{\alpha t} y, \quad S_{2}(t, y)=e^{\alpha t}(y-z)+z \quad \text { for } \quad t \geq 0, y \in Y .
$$

Then conditions (S1)-(S3) are satisfied for $\left\{S_{1}, S_{2}\right\}$ with the given $\alpha, L=1, \mathcal{L} \equiv 1$ and $\varphi(t)=\left|1-e^{\alpha t}\right|\|z\|$.
A significant example of a stochastic kernel $J$ enjoying hypotheses (J1)-(J3) is the transition law of an iterated function system (or, more generally, the kernel specified in Remark 3.2), provided that the involved transformations and the associated probability densities satisfy certain usual conditions. This case will be discussed in detail within Section 7.2.

## 5. Correspondence between invariant distributions of $\Psi$ and $\Phi$

In the first part of the study, we shall establish a one-to-one correspondence between invariant probability measures for the transition operator $P$ of the chain $\Phi$, induced by (3.4), and those for the transition semigroup $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$of the process $\Psi$, specified by (3.7). For this aim, let us consider the Markov operators $G, W: \mathcal{M}(X) \rightarrow \mathcal{M}(X)$ generated by the stochastic kernels given by

$$
\begin{array}{r}
G((y, i), A)=\int_{0}^{\infty} \lambda e^{-\lambda t} \mathbb{1}_{A}\left(S_{i}(t, y), i\right) d t, \\
W((y, i), A):=\sum_{j \in I} \pi_{i j} \int_{Y} \mathbb{1}_{A}(u, j) J(y, d u) \tag{5.2}
\end{array}
$$

for any $(y, i) \in X$ and $A \in \mathcal{B}(X)$, where $J$ stands for the kernel appearing in (3.3). It is easy to check that $G W=P$.

Having defined such operators, we can state the following result:
Theorem 5.1. Let $P$ and $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$denote the transition operator of the chain $\Phi$ and the transition semigroup of the PDMP $\Psi$, respectively. Further, suppose that the kernel $J$, appearing in (3.3), satisfies (J3). Then
(a) if $\mu_{*}^{\Phi}$ is an invariant probability measure of $P$, then the measure $\mu_{*}^{\Psi}:=\mu_{*}^{\Phi} G$ is invariant for $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$, and we have $\mu_{*}^{\Psi} W=\mu_{*}^{\Phi}$;
(b) if $\mu_{*}^{\Psi}$ is an invariant probability measure of $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$, then the measure $\mu_{*}^{\Phi}:=\mu_{*}^{\Psi} W$ is invariant for $P$, and we have $\mu_{*}^{\Phi} G=\mu_{*}^{\Psi}$.

Theorem 5.1 can be proved exactly in the same way as [14, Theorem 4.4], which refers to the case where the kernel $J$ is defined explicitly (as mentioned in Remark 3.2). In order to adapt this proof to our setting (with an arbitrary stochastic kernel $J$ ), one only needs to establish the properties collected in the lemma given below.

Lemma 5.1. The following statements hold for the transition semigroup $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$of the process $\Psi$ :
(i) If $J$ is Feller, then $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$is Feller.
(ii) For any $f \in B_{b}(X)$, there exists a bounded Borel measurable map $u_{f}: X \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ such that $\lim _{t \rightarrow 0}\left\|u_{f}(\cdot, t)\right\|_{\infty} / t=0$, and

$$
P_{t} f(y, i)=e^{-\lambda t} f\left(S_{i}(t, y), i\right)+\lambda e^{-\lambda t} \int_{0}^{t} \psi_{f}((y, i), s, t) d s+u_{f}((y, i), t),
$$

for any $(y, i) \in X$ and $t>0$, where

$$
\psi_{f}((y, i), s, t):=\sum_{j \in I} \pi_{i j} \int_{Y} f\left(S_{j}(t-s, u), j\right) J\left(S_{i}(s, y), d u\right) \quad \text { for } \quad s \in[0, t], t>0
$$

(iii) $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$is stochastically continuous, i.e.

$$
\lim _{t \rightarrow 0} P_{t} f(y, i)=f(y, i) \quad \text { for any } \quad(y, i) \in X, f \in C_{b}(X) .
$$

(iv) If (J3) holds then, for any function $s: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$satisfying $0 \leq s(t) \leq t$ for all $t \geq 0$, the map $t \mapsto \psi_{f}((y, i), s(t), t)$ is continuous at $t=0$ for every $f \in C_{b}(X)$ and any $(y, i) \in X$. Moreover, $\psi_{f}(\cdot, 0,0)=W f$, where $W$ is the operator induced by (5.2).

Proof. Throughout the proof, we will write $\bar{x}:=(x, 0)$ for any given $x \in X$. Moreover, for every $i \in I$, we put $f\left(S_{i}(h, \cdot)\right):=0$ if $h<0$.

Let $t \in \mathbb{R}_{+}$and $f \in B_{b}(X)$. Then, according to (2.10), for every $x \in X$, we can write

$$
\begin{align*}
P_{t} f(x) & =\mathbb{E}_{\bar{x}} f(Y(t), \xi(t))=\sum_{n=0}^{\infty} \mathbb{E}_{\bar{x}}\left[\mathbb{1}_{\left[\tau_{n}, \tau_{n+1}\right)}(t) f\left(S_{\xi_{n}}\left(t-\tau_{n}, Y_{n}\right), \xi_{n}\right)\right] \\
& =\sum_{n=0}^{\infty} \mathbb{E}_{\bar{x}}\left[\mathbb{1}_{[0, t]}\left(\tau_{n}\right) f\left(S_{\xi_{n}}\left(t-\tau_{n}, Y_{n}\right), \xi_{n}\right) \cdot \mathbb{1}_{(t, \infty)}\left(\tau_{n+1}\right)\right] \tag{5.3}
\end{align*}
$$

Taking into account (2.7), it is clear that, for any $g, h \in B_{b}(\bar{X})$ and $n \in \mathbb{N}_{0}$,

$$
\begin{align*}
\mathbb{E}_{\bar{x}}\left[g\left(\bar{\Phi}_{n}\right) h\left(\bar{\Phi}_{n+1}\right)\right] & =\int_{\bar{X}} \int_{\bar{X}} g(w) h(z) \bar{P}(w, d z) \bar{P}^{n}(\bar{x}, d w)  \tag{5.4}\\
& =\int_{\bar{X}} g(w) \bar{P} h(w) \bar{P}^{n}(\bar{x}, d w)=\bar{P}^{n}(g \bar{P} h)(\bar{x}) .
\end{align*}
$$

Hence, defining

$$
\begin{equation*}
g_{t}(u, j, s):=\mathbb{1}_{[0, t]}(s) f\left(S_{j}(t-s, u), j\right) \quad \text { and } \quad h_{t}(u, j, s):=\mathbb{1}_{(t, \infty)}(s) \tag{5.5}
\end{equation*}
$$

for any $u \in Y, j \in I$ and $s \in \mathbb{R}_{+}$, we see that

$$
\begin{align*}
P_{t} f(x) & =\sum_{n=0}^{\infty} \mathbb{E}_{\bar{x}}\left[g_{t}\left(Y_{n}, \xi_{n}, \tau_{n}\right) h_{t}\left(Y_{n+1}, \xi_{n+1}, \tau_{n+1}\right)\right]  \tag{5.6}\\
& =\sum_{n=0}^{\infty} \bar{P}^{n}\left(g_{t} \bar{P} h_{t}\right)(\bar{x}) \quad \text { for every } \quad x \in X
\end{align*}
$$

(i): Suppose that the kernel $J$ is Feller, and that $f \in C_{b}(X)$. To prove that $P_{t} f$ is continuous, we first observe that, for any function $\varphi \in B_{b}(\bar{X})$ such that $X \ni x \mapsto \varphi(x, s)$ is continuous for every $s \geq 0$ (which is the case for $g_{t}$ and $h_{t}$ ), the map $X \ni x \mapsto \bar{P} \varphi(x, s)$ is continuous for any $s \geq 0$ as well, since

$$
\bar{P} \varphi(x, s)=\sum_{j \in I} \pi_{i j} \int_{0}^{\infty} \lambda e^{-\lambda h} J \varphi(\cdot, j, h+s)\left(S_{i}(h, y)\right) d h \text { for any } x=(y, i) \in X, s \geq 0
$$

This implies that all the maps $X \ni x \mapsto \bar{P}^{n}\left(g_{t} \bar{P} h_{t}\right)(\bar{x}), t \geq 0, n \in \mathbb{N}_{0}$, are continuous. Further, considering the Poisson process $(N(s))_{s \in \mathbb{R}_{+}}$of the form

$$
\begin{equation*}
N(s):=\max \left\{n \in \mathbb{N}_{0}: \tau_{n} \leq s\right\}, \quad s \geq 0 \tag{5.7}
\end{equation*}
$$

and bearing in mind (5.4), we see that

$$
\begin{align*}
\left|\bar{P}^{n}\left(g_{t} \bar{P} h_{t}\right)(\bar{x})\right| & =\left|\mathbb{E}_{\bar{x}}\left[\mathbb{1}_{\{N(t)=n\}} f\left(S_{\xi_{n}}\left(t-\tau_{n}, Y_{n}\right), \xi_{n}\right)\right]\right| \leq\|f\|_{\infty} \mathbb{P}_{\bar{x}}(N(t)=n) \\
& =\|f\|_{\infty} e^{-\lambda t} \frac{(\lambda t)^{n}}{n!} \quad \text { for any } \quad \bar{x} \in \bar{X}, n \in \mathbb{N}_{0} . \tag{5.8}
\end{align*}
$$

Using (5.6), (5.8) and the discrete analogue of the Lebesgue dominated convergence theorem, we can therefore conclude that $P_{t} f$ is indeed continuous.
(ii): Let us define

$$
u_{f}(x, t):=\sum_{n=2}^{\infty} \bar{P}^{n}\left(g_{t} \bar{P} h_{t}\right)(\bar{x}) \quad \text { for } \quad x \in X .
$$

From (5.6) it now follows that

$$
\begin{equation*}
P_{t} f(x)=g_{t} \bar{P} h_{t}(\bar{x})+\bar{P}\left(g_{t} \bar{P} h_{t}\right)(\bar{x})+u_{f}(x, t) \quad \text { for any } \quad x \in X . \tag{5.9}
\end{equation*}
$$

Referring to (5.8), we get

$$
\begin{align*}
\frac{\left|u_{f}(x, t)\right|}{t} & \leq\|f\|_{\infty} \frac{1}{t} e^{-\lambda t} \sum_{n=2}^{\infty} \frac{(\lambda t)^{n}}{n!}=\|f\|_{\infty} \frac{1}{t} e^{-\lambda t}\left(e^{\lambda t}-1-\lambda t\right) \\
& =\|f\|_{\infty}\left(\frac{1-e^{-\lambda t}}{t}-\lambda e^{-\lambda t}\right) \tag{5.10}
\end{align*}
$$

for any $x \in X$, which obviously gives $\lim _{t \rightarrow 0}\left\|u_{f}(\cdot, t)\right\|_{\infty} / t=0$. Further, having in mind (3.3) and (5.5), we obtain

$$
\begin{align*}
g_{t} \bar{P} h_{t}(y, i, s) & =\mathbb{1}_{[0, t]}(s) f\left(S_{i}(t-s, y), i\right) \int_{0}^{\infty} \lambda e^{-\lambda h} \mathbb{1}_{(t, \infty)}(h+s) d h  \tag{5.11}\\
& =\mathbb{1}_{[0, t]}(s) f\left(S_{i}(t-s, y), i\right) e^{-\lambda(t-s)} \quad \text { for any } \quad y \in Y, i \in I, s \geq 0,
\end{align*}
$$

and, in particular (for $s=0$ ),

$$
g_{t} \bar{P} h_{t}(\bar{x})=g_{t} \bar{P} h_{t}(y, i, 0)=e^{-\lambda t} f\left(S_{i}(t, y), i\right) \quad \text { for every } \quad x=(y, i) \in X .
$$

Furthermore, appealing to (3.3) and (5.11), we can also conclude that

$$
\begin{align*}
\bar{P}\left(g_{t} \bar{P} h_{t}\right)(\bar{x}) & =\sum_{j \in I} \pi_{i j} \int_{0}^{\infty} \lambda e^{-\lambda h} \int_{Y} g_{t}(u, j, h) \bar{P} h_{t}(u, j, h) J\left(S_{i}(h, y), d u\right) d h \\
& =\sum_{j \in I} \pi_{i j} \int_{0}^{\infty} \lambda e^{-\lambda h} \int_{Y} \mathbb{1}_{[0, t]}(h) f\left(S_{j}(t-h, u), j\right) e^{-\lambda(t-h)} J\left(S_{i}(h, y), d u\right) d h  \tag{5.12}\\
& =\lambda e^{-\lambda t} \int_{0}^{t} \sum_{j \in I} \pi_{i j} \int_{Y} f\left(S_{j}(t-h, u), j\right) J\left(S_{i}(h, y), d u\right) d h \\
& =\lambda e^{-\lambda t} \int_{0}^{t} \psi_{f}((y, i), h, t) d h \quad \text { for all } x=(y, i) \in X .
\end{align*}
$$

Finally, assertion (ii) follows from (5.9)-(5.12).
(iii): Condition (iii) follows immediately from (ii) and the boundedness of $\psi_{f}$.
(iv): For the proof of (iv), fix $f \in C_{b}(X),(y, i) \in X$, and define

$$
g(u, t):=\sum_{j \in I} \pi_{i j} f\left(S_{j}(t-s(t), u), j\right) \quad \text { for } \quad(u, t) \in Y \times \mathbb{R}_{+} .
$$

Since $S_{j}$ are jointly continuous, so is $g$, and thus $g \in C_{b}\left(Y \times \mathbb{R}_{+}\right)$. Moreover, we have

$$
J g(\cdot, t)\left(S_{i}(s(t), y)\right)=\psi_{f}((y, i), s(t), t) \quad \text { for any } \quad t \geq 0
$$

Hence, $s \mapsto \psi_{f}((y, i), s(t), t)$ is continuous at 0 whenever (J3) holds and $s(t) \rightarrow 0$, as $t \rightarrow 0$. The identity $\psi_{f}(\cdot, 0,0)=W f$ is just a consequence of the definition of $W$.

## 6. A coupling argument (involving $\Phi$ ) for establishing the exponential ergodicity of both $\Phi$ and $\Psi$

The main goal of this section is to prove that the existence of an appropriate coupling between two copies of the chain $\Phi$, which brings them closer to each other on average at a geometric rate, combined with the Foster-Lyapunov condition on $P$ (cf. Lemma 4.1) and suitable assumptions on the flows implies that both $\Phi$ and $\Psi$ are exponentially ergodic in the Fortet-Mourier metric.

More specifically, we shall consider a coupling between two copies of the chain $\Phi$, enhanced with a copy of the sequence $\left\{\tau_{n}\right\}_{n \in \mathbb{N}_{0}}$, that is, a time-homogeneous Markov chain $\widehat{\Phi}:=\left\{\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}, \widetilde{\tau}_{n}\right)\right\}_{n \in \mathbb{N}_{0}}$ evolving on the space $Z:=X^{2} \times \mathbb{R}_{+}$, whose transition law $\widehat{P}: Z \times \mathcal{B}(Z) \rightarrow[0,1]$ satisfies

$$
\begin{gather*}
\widehat{P}\left(\left(x_{1}, x_{2}, s\right), A \times X \times \mathbb{R}_{+}\right)=P\left(x_{1}, A\right), \quad \widehat{P}\left(\left(x_{1}, x_{2}, s\right), X \times A \times \mathbb{R}_{+}\right)=P\left(x_{2}, A\right), \\
\widehat{P}\left(\left(x_{1}, x_{2}, s\right), X^{2} \times T\right)=\int_{0}^{\infty} \lambda e^{-\lambda t} \mathbb{1}_{T}(t+s) d t=: E_{\lambda}(s, T) \tag{6.1}
\end{gather*}
$$

for any $x_{1}, x_{2} \in X, s \geq 0, A \in \mathcal{B}(X)$ and $T \in \mathcal{B}\left(\mathbb{R}_{+}\right)$.
Such an augmented coupling $\widehat{\Phi}$ will be regarded as a canonical Markov chain, defined on the coordinate space $(\widehat{\Omega}, \widehat{\mathcal{F}})$, with $\widehat{\Omega}:=Z^{\mathbb{N}_{0}}$ and $\widehat{\mathcal{F}}:=\mathcal{B}\left(Z^{\mathbb{N}_{0}}\right)$, equipped with an appropriate collection $\left\{\widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}: \mu_{1}, \mu_{2} \in \mathcal{M}_{\text {prob }}(X)\right\}$ of probability measures on $\widehat{\mathcal{F}}$ such that

$$
\begin{gathered}
\widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}\left(\widehat{\Phi}_{0} \in D\right)=\left(\mu_{1} \otimes \mu_{2} \otimes \delta_{0}\right)(D) \quad \text { for any } \quad D \in \mathcal{B}(Z), \\
\widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}\left(\widehat{\Phi}_{n+1} \in D \mid \widehat{\Phi}_{n}=z\right)=\widehat{P}(z, D) \quad \text { for any } \quad z \in Z, D \in \mathcal{B}(Z), n \in \mathbb{N}_{0}
\end{gathered}
$$

where $\delta_{0}$ stands for the Dirac measure at 0 on $\mathcal{B}\left(\mathbb{R}_{+}\right)$. The expectation operator corresponding to $\widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}$ will be denoted by $\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}$. In the case where $\mu_{1}=\delta_{x_{1}}$ and $\mu_{2}=\delta_{x_{2}}$ with some $x_{1}, x_{2} \in X$, we will write $\left(x_{1}, x_{2}\right)$ instead of ( $\delta_{x_{1}}, \delta_{x_{2}}$ ) in the subscripts.

We begin the analysis by establishing a general connection between the exponential ergodicity of $P$ and the existence of an appropriate coupling of $\Phi$, based on the Lyapunov condition. It is worth noting here that, in fact, the result below does not depend on the shape of the transition law $P$.

Lemma 6.1. Suppose that $P$ is Feller. Furthermore, assume that the transition law $\widehat{P}$ of the chain $\widehat{\Phi}$, satisfying (6.1), can be constructed so that

$$
\begin{equation*}
\widehat{\mathbb{E}}_{\left(x_{1}, x_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right] \leq C_{0}\left(V\left(x_{1}\right)+V\left(x_{2}\right)+1\right) q^{n} \text { for all } n \in \mathbb{N}, x_{1}, x_{2} \in X, \tag{6.2}
\end{equation*}
$$

where $\bar{\rho}_{X, c}$ is given by (3.2), $q \in(0,1), C_{0}<\infty$, and $V: X \rightarrow[0, \infty)$ is an arbitrary continuous function such that (4.10) holds for some $a \in(0,1)$ and some $b \in[0, \infty)$. Then there exists a unique invariant distribution $\mu_{*}^{\Phi}$ for $P$ such that $\mu_{*}^{\Phi} \in \mathcal{M}_{\text {prob }}^{V}(X)$ and

$$
\begin{equation*}
d_{F M, c}\left(\mu P^{n}, \mu_{*}^{\Phi}\right) \leq C_{0}\left(\langle V, \mu\rangle+\left\langle V, \mu_{*}^{\Phi}\right\rangle+1\right) q^{n} \text { for any } n \in \mathbb{N}, \mu \in \mathcal{M}_{\text {prob }}(X) . \tag{6.3}
\end{equation*}
$$

Proof. First of all, note that, for any $\mu_{1}, \mu_{2} \in \mathcal{M}_{\text {prob }}(X)$ and $n \in \mathbb{N}$,

$$
\begin{equation*}
d_{F M, c}\left(\mu_{1} P^{n}, \mu_{2} P^{n}\right) \leq C_{0}\left(\left\langle V, \mu_{1}\right\rangle+\left\langle V, \mu_{2}\right\rangle+1\right) q^{n} . \tag{6.4}
\end{equation*}
$$

To see this, it suffices to observe that, for every $f \in \operatorname{Lip}_{b, 1}(X)$,

$$
\begin{aligned}
\left|\left\langle f, \mu_{1} P^{n}-\mu_{2} P^{n}\right\rangle\right| & =\left|\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[f\left(\Phi_{n}^{(1)}\right)-f\left(\Phi_{n}^{(2)}\right)\right]\right| \leq \widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left|f\left(\Phi_{n}^{(1)}\right)-f\left(\Phi_{n}^{(2)}\right)\right| \\
& \leq \widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right] \\
& =\int_{X^{2}} \widehat{\mathbb{E}}_{\left(x_{1}, x_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right]\left(\mu_{1} \otimes \mu_{2}\right)\left(d x_{1}, d x_{2}\right) \\
& \leq C_{0}\left(\int_{X} \int_{X}\left(V\left(x_{1}\right)+V\left(x_{2}\right)+1\right) \mu_{1}\left(d x_{1}\right) \mu_{2}\left(d x_{2}\right)\right) q^{n} \\
& =C_{0}\left(\left\langle V, \mu_{1}\right\rangle+\left\langle V, \mu_{2}\right\rangle+1\right) q^{n},
\end{aligned}
$$

where the first equality follows from (2.6), and the second one is due to (2.8).
The next step is to prove that $P$ admits an invariant probability measure. For this purpose, let us fix arbitrarily $x_{0} \in X$ and notice that $\left\{\delta_{x_{0}} P^{n}\right\}_{n \in \mathbb{N}}$ is a Cauchy sequence in the metric space $\left(\mathcal{M}_{\text {prob }}(X), d_{F M, c}\right)$. Indeed, applying (6.4) with $\mu_{1}=\delta_{x_{0}}$ and $\mu_{2}=\delta_{x_{0}} P^{k}$ (for each $k \in \mathbb{N}_{0}$ ), together with (4.10), we can conclude that

$$
\begin{aligned}
d_{F M, c}\left(\delta_{x_{0}} P^{n}, \delta_{x_{0}} P^{k+n}\right) & \leq C_{0}\left(V\left(x_{0}\right)+P^{k} V\left(x_{0}\right)+1\right) q^{n} \\
& \leq C_{0}\left(V\left(x_{0}\right)+a^{k} V\left(x_{0}\right)+\frac{b}{1-a}+1\right) q^{n} \\
& \leq C_{0}\left(2 V\left(x_{0}\right)+\frac{b}{1-a}+1\right) q^{n} \text { for any } n \in \mathbb{N}, k \in \mathbb{N}_{0} .
\end{aligned}
$$

Consequently, since $\left(\mathcal{M}_{\text {prob }}(X), d_{F M, c}\right)$ is complete, $\left\{\delta_{x_{0}} P^{n}\right\}_{n \in \mathbb{N}}$ is weakly convergent to some $\mu_{*} \in \mathcal{M}_{\text {prob }}$ $(X)$. From the Feller property it follows that $\mu_{*}$ is invariant for $P$, since, for any $f \in C_{b}(X)$,

$$
\left\langle f, \mu_{*} P\right\rangle=\left\langle P f, \mu_{*}\right\rangle=\lim _{n \rightarrow \infty}\left\langle P f, \delta_{x_{0}} P^{n}\right\rangle=\lim _{n \rightarrow \infty}\left\langle f, \delta_{x_{0}} P^{n+1}\right\rangle=\left\langle f, \mu_{*}\right\rangle .
$$

Obviously, (6.4), together with the invariance of $\mu_{*}$, ensure that (6.3) holds with $\mu_{*}^{\Phi}:=\mu_{*}$.
In order to show that $\mu_{*} \in \mathcal{M}_{\text {prob }}^{V}(X)$, consider $V_{k}(x):=\min (V(x), k)$ for any $x \in X$ and $k \in \mathbb{N}$. Then $\left\{V_{k}\right\}_{k \in \mathbb{N}}$ is a non-decreasing sequence of functions of $C_{b}(X)$. From (4.10) it follows that

$$
P^{n} V_{k} \leq P^{n} V \leq a^{n} V+\frac{b}{1-a} \quad \text { for all } \quad k, n \in \mathbb{N}
$$

whence

$$
\left\langle V_{k}, \mu_{*}\right\rangle=\lim _{n \rightarrow \infty}\left\langle V_{k}, \delta_{x_{0}} P^{n}\right\rangle=\lim _{n \rightarrow \infty} P^{n} V_{k}\left(x_{0}\right) \leq \frac{b}{1-a} \quad \text { for every } \quad k \in \mathbb{N} .
$$

By using the Lebesgue monotone convergence theorem, we therefore obtain

$$
\begin{equation*}
\left\langle V, \mu_{*}\right\rangle=\lim _{k \rightarrow \infty}\left\langle V_{k}, \mu_{*}\right\rangle \leq \frac{b}{1-a}<\infty . \tag{6.5}
\end{equation*}
$$

What is left is to show that there are no other invariant measures for $P$. To this end, it is enough to know

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d_{F M, c}\left(\mu P^{n}, \mu_{*}\right)=0 \quad \text { for any } \quad \mu \in \mathcal{M}_{\text {prob }}(X) \tag{6.6}
\end{equation*}
$$

but this can be easily derived from (6.3) and (6.5). More precisely, these conditions guarantee that (6.6) holds for any $\mu \in \mathcal{M}_{\text {prob }}^{V}(X)$, and so, in particular, we have

$$
P^{n} f(x)=\left\langle f, \delta_{x} P^{n}\right\rangle \rightarrow\left\langle f, \mu_{*}\right\rangle, \text { as } n \rightarrow \infty, \text { for any } x \in X \text { and } f \in C_{b}(X) .
$$

Now, letting $\mu$ be an arbitrary probability measure and applying the Lebesgue dominated convergence theorem, we obtain

$$
\left\langle f, \mu P^{n}\right\rangle=\left\langle P^{n} f, \mu\right\rangle \rightarrow\left\langle f, \mu_{*}\right\rangle, \text { as } n \rightarrow \infty, \text { for any } f \in C_{b}(X),
$$

which obviously gives (6.6) and completes the proof.
Given an augmented coupling $\widehat{\Phi}:=\left\{\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}, \widetilde{\tau}_{n}\right)\right\}_{n \in \mathbb{N}_{0}}$ between any two copies of $\Phi$, and writing

$$
\Phi_{n}^{(i)}=\left(Y_{n}^{(i)}, \xi_{n}^{(i)}\right) \text { for } \quad n \in \mathbb{N}_{0}, i \in\{1,2\},
$$

to indicate the coordinates $Y_{n}^{(i)}$ and $\xi_{n}^{(i)}$ with values in $Y$ and $I$, respectively, we can consider the two corresponding copies $\Psi^{(1)}$ and $\Psi^{(2)}$ of the process $\Psi$, defined as follows:

$$
\Psi^{(i)}(t):=\left(Y^{(i)}(t), \xi^{(i)}(t)\right) \quad \text { for } \quad t \geq 0, i \in\{1,2\}
$$

where

$$
Y^{(i)}(t):=S_{\xi_{n}^{(i)}}\left(t-\widetilde{\tau}_{n}, Y_{n}^{(i)}\right), \xi^{(i)}(t)=\xi_{n}^{(i)} \text { whenever } t \in\left[\widetilde{\tau}_{n}, \widetilde{\tau}_{n+1}\right), n \in \mathbb{N}_{0}, i \in\{1,2\}
$$

Our aim now is to show that any two copies of the process $\Psi$, defined as above on the path space of $\widehat{\Phi}$, get closer to each other on average at an exponential rate, whenever $\widehat{\Phi}$ satisfies (6.2) and the flows enjoy (S2) (with $\alpha<\lambda$ ). This will be a crucial step in deriving the exponential ergodicity of the semigroup $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$. The proof of this result, given below, is inspired by certain ideas developed in [10].

Lemma 6.2. Let $\mathcal{R} \subset \mathcal{M}_{\text {prob }}(X)$, and suppose that the transition law $\widehat{P}$ of the chain $\widehat{\Phi}$, satisfying (6.1), can be constructed so that there exist $q \in(0,1)$ and $\mathcal{C}: \mathcal{R}^{2} \rightarrow \mathbb{R}_{+}$such that

$$
\begin{equation*}
\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right] \leq \mathcal{C}\left(\mu_{1}, \mu_{2}\right) q^{n} \quad \text { for all } \quad \mu_{1}, \mu_{2} \in \mathcal{R}, n \in \mathbb{N} . \tag{6.7}
\end{equation*}
$$

Furthermore, assume that condition (S2) holds with some $L>0$ and some $\alpha<\lambda$. Then there exist $\gamma>0$ and $\overline{\mathcal{C}}: \mathcal{R}^{2} \rightarrow \mathbb{R}_{+}$such that

$$
\begin{equation*}
\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Psi^{(1)}(t), \Psi^{(2)}(t)\right)\right] \leq \overline{\mathcal{C}}\left(\mu_{1}, \mu_{2}\right) e^{-\gamma t} \quad \text { for all } \quad \mu_{1}, \mu_{2} \in \mathcal{R}, t \geq 0 \tag{6.8}
\end{equation*}
$$

Proof. Fix $\mu_{1}, \mu_{2} \in \mathcal{R}$, and let $\kappa$ be the coupling time for $\left\{\left(\xi_{n}^{(1)}, \xi_{n}^{(2)}\right)\right\}_{n \in \mathbb{N}_{0}}$, that is,

$$
\kappa:=\inf \left\{n \in \mathbb{N}_{0}: \xi_{n}^{(1)}=\xi_{n}^{(2)}\right\} .
$$

From (6.7) we infer that, for every $n \in \mathbb{N}$,

$$
\begin{align*}
\widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}(\kappa>n) & \leq \widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}\left(\xi_{n}^{(1)} \neq \xi_{n}^{(2)}\right)=\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\mathbb{1}_{\left.\left\{\xi_{n}^{(1)} \neq \xi_{n}^{(2)}\right\}\right]}\right]  \tag{6.9}\\
& =\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\mathbf{d}\left(\xi_{n}^{(1)}, \xi_{n}^{(2)}\right)\right] \leq \widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right] \\
& \leq \mathcal{C}\left(\mu_{1}, \mu_{2}\right) q^{n}
\end{align*}
$$

which, in particular, shows that $\mathbb{P}_{\left(\mu_{1}, \mu_{2}\right)}(\kappa<\infty)=1$.
In what follows, the processes $\left\{\xi_{n}^{(2)}\right\}_{n \in \mathbb{N}_{0}}$ and $\left\{\Psi^{(2)}(t)\right\}_{t \in \mathbb{R}_{+}}$will be identified with their copies $\left\{\widetilde{\xi}_{n}^{(2)}\right\}_{n \in \mathbb{N}_{0}}$ and $\left\{\widetilde{\Psi}^{(2)}(t)\right\}_{t \in \mathbb{R}_{+}}$, respectively, defined as follows:

$$
\begin{gathered}
\widetilde{\xi}_{n}^{(2)}:=\left\{\begin{array}{lll}
\xi_{n}^{(2)} & \text { if } n<\kappa, \\
\xi_{n}^{(1)} & \text { if } n \geq \kappa,
\end{array}\right. \\
\widetilde{\Psi}^{(2)}(t):=\left(S_{\widetilde{\xi}_{n}^{(2)}}\left(t-\widetilde{\tau}_{n}, Y_{n}^{(2)}\right), \widetilde{\xi}_{n}^{(2)}\right), \quad \text { whenever } t \in\left[\widetilde{\tau}_{n}, \widetilde{\tau}_{n+1}\right) \text { for } n \in \mathbb{N}_{0} .
\end{gathered}
$$

By $(\widetilde{N}(s))_{s \in \mathbb{R}_{+}}$we will denote the Poisson process given by

$$
\widetilde{N}(s):=\max \left\{n \in \mathbb{N}_{0}: \widetilde{\tau}_{n} \leq s\right\} \quad \text { for } \quad s \geq 0 .
$$

Moreover, we will write $\left\{\mathcal{F}_{n}\right\}_{n \in \mathbb{N}_{0}}$ for the natural filtration of $\widehat{\Phi}=\left\{\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}, \widetilde{\tau}_{n}\right)\right\}_{n \in \mathbb{N}_{0}}$.
Let $n \in \mathbb{N}_{0}$ and $t \geq 0$ be arbitrary. Keeping in mind that $\bar{\rho}_{X, c} \leq 1$, we can write

$$
\begin{align*}
& \widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Psi^{(1)}(t), \Psi^{(2)}(t)\right) \mathbb{1}_{\{\widetilde{N}(t)=n\}} \mid \mathcal{F}_{n}\right] \\
& \leq \widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Psi^{(1)}(t), \Psi^{(2)}(t)\right)^{1 / 2} \mathbb{1}_{\{\widetilde{N}(t)=n\}} \mid \mathcal{F}_{n}\right] \\
& \leq \widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Psi^{(1)}(t), \Psi^{(2)}(t)\right)^{1 / 2} \mathbb{1}_{\{\widetilde{N}(t)=n\}} \mathbb{1}_{\{\kappa \leq n\}} \mid \mathcal{F}_{n}\right]  \tag{6.10}\\
&+\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\mathbb{1}_{\{\widetilde{N}(t)=n\}} \mathbb{1}_{\{\kappa>n\}} \mid \mathcal{F}_{n}\right] .
\end{align*}
$$

Defining

$$
\bar{L}=\max \{L, 1\} \quad \text { and } \quad \bar{\alpha}=\max \{\alpha, 0\}
$$

we see that (S2) gives

$$
\begin{equation*}
\rho_{Y}\left(S_{i}(t, u), S_{i}(t, v)\right) \wedge 1 \leq \bar{L} e^{\bar{\alpha} t}\left(\rho_{Y}(u, v) \wedge 1\right) \quad \text { for any } \quad u, v \in Y, i \in I, t \geq 0 \tag{6.11}
\end{equation*}
$$

Taking into account that $\{\widetilde{N}(t)=n\}=\left\{\widetilde{\tau}_{n} \leq t<\widetilde{\tau}_{n+1}\right\}$, and that $\xi_{n}^{(1)}=\xi_{n}^{(2)}$ whenever $n \geq \kappa$ (due the adopted identification $\xi^{(2)}=\widetilde{\xi}^{(2)}$ ), we may apply (6.11) to estimate the first term on the right-hand side of (6.10) as follows:

$$
\begin{align*}
& \widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Psi^{(1)}(t), \Psi^{(2)}(t)\right)^{1 / 2} \mathbb{1}_{\{\widetilde{N}(t)=n\}} \mathbb{1}_{\{\kappa \leq n\}} \mid \mathcal{F}_{n}\right] \\
& =\mathbb{1}_{\left\{\widetilde{\tau}_{n} \leq t\right\}} \mathbb{1}_{\{\kappa \leq n\}}\left[\rho_{Y}\left(S_{\xi_{n}^{(1)}}\left(t-\widetilde{\tau}_{n}, Y_{n}^{(1)}\right), S_{\xi_{n}^{(2)}}\left(t-\widetilde{\tau}_{n}, Y_{n}^{(2)}\right)\right) \wedge 1\right]^{1 / 2} \\
& \quad \times \widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\mathbb{1}_{\left\{\widetilde{\tau}_{n+1}>t\right\}} \mid \mathcal{F}_{n}\right]  \tag{6.12}\\
& \leq \mathbb{1}_{\left\{\widetilde{\tau}_{n} \leq t\right\}} \mathbb{1}_{\{\kappa \leq n\}} \bar{L}^{1 / 2} e^{\bar{\alpha}\left(t-\widetilde{\tau}_{n}\right) / 2}\left[\rho_{Y}\left(Y_{n}^{(1)}, Y_{n}^{(2)}\right) \wedge 1\right]^{1 / 2} \widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}\left(\widetilde{\tau}_{n+1}>t \mid \mathcal{F}_{n}\right) \\
& \leq \mathbb{1}_{\left\{\tilde{\tau}_{n} \leq t\right\}} \mathbb{1}_{\{\kappa \leq n\}} \bar{L}^{1 / 2} e^{\bar{\alpha}\left(t-\widetilde{\tau}_{n}\right) / 2} \bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)^{1 / 2} \widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}\left(\widetilde{\tau}_{n+1}>t \mid \mathcal{F}_{n}\right) .
\end{align*}
$$

Since, according to (3.6),

$$
\left.\widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}\left(\widetilde{\tau}_{n+1}>t \mid \mathcal{F}_{n}\right)=\widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}\right)\left(\widetilde{\tau}_{n+1}>t \mid \tau_{n}\right)=e^{-\lambda\left(t-\widetilde{\tau}_{n}\right)} \quad \text { on } \quad\left\{\widetilde{\tau}_{n} \leq t\right\}
$$

it follows that

$$
\begin{align*}
\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)} & {\left[\bar{\rho}_{X, c}\left(\Psi^{(1)}(t), \Psi^{(2)}(t)\right)^{1 / 2} \mathbb{1}_{\left\{\widetilde{N}^{\prime}(t)=n\right\}} \mathbb{1}_{\{\kappa \leq n\}} \mid \mathcal{F}_{n}\right] }  \tag{6.13}\\
& \leq \mathbb{1}_{\left\{\widetilde{\tau}_{n} \leq t\right\}} \mathbb{1}_{\{\kappa \leq n\}} \bar{L}^{1 / 2} e^{-(\lambda-\bar{\alpha} / 2) t} e^{(\lambda-\bar{\alpha} / 2) \widetilde{\tau}_{n}} \bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)^{1 / 2}
\end{align*}
$$

Consequently, due to (6.10) and (6.13), we obtain

$$
\begin{align*}
\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)} & {\left[\bar{\rho}_{X, c}\left(\Psi^{(1)}(t), \Psi^{(2)}(t)\right) \mathbb{1}_{\{\widetilde{N}(t)=n\}} \mid \mathcal{F}_{n}\right] } \\
\leq & \mathbb{1}_{\left\{\widetilde{\tau}_{n} \leq t\right\}} \mathbb{1}_{\{\kappa \leq n\}} \bar{L}^{1 / 2} e^{-(\lambda-\bar{\alpha} / 2) t} e^{(\lambda-\bar{\alpha} / 2) \widetilde{\tau}_{n}} \bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)^{1 / 2}  \tag{6.14}\\
& +\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\mathbb{1}_{\{\widetilde{N}(t)=n\}} \mathbb{1}_{\{\kappa>n\}} \mid \mathcal{F}_{n}\right] .
\end{align*}
$$

Taking the expectation of both sides of the last inequality and using the Cauchy-Schwarz inequality gives

$$
\begin{align*}
\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)} & \left.\bar{\rho}_{X, c}\left(\Psi^{(1)}(t), \Psi^{(2)}(t)\right) \mathbb{1}_{\left\{\widetilde{N}^{\prime}(t)=n\right\}}\right] \\
\leq & \bar{L}^{1 / 2} e^{-(\lambda-\bar{\alpha} / 2) t} \widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\mathbb{1}_{\left\{\tilde{\tau}_{n} \leq t\right\}} e^{(\lambda-\bar{\alpha} / 2) \widetilde{\tau}_{n}} \bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)^{1 / 2}\right] \\
& +\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\mathbb{\mathbb { 1 }}_{\{\widetilde{N}(t)=n\}} \mathbb{1}_{\{\kappa>n\}}\right]  \tag{6.15}\\
\leq & \bar{L}^{1 / 2} e^{-(\lambda-\bar{\alpha} / 2) t}\left(\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\mathbb{1}_{\left\{\widetilde{\tau}_{n} \leq t\right\}} e^{(2 \lambda-\bar{\alpha}) \widetilde{\tau}_{n}}\right]\right)^{1 / 2} \\
& \times\left(\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right]\right)^{1 / 2}+\widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}(\widetilde{N}(t)=n)^{1 / 2} \widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}(\kappa>n)^{1 / 2} .
\end{align*}
$$

What is left is to estimate the right-hand side of (6.15). To do this, we first observe that, for any $\lambda_{0}>0$,

$$
\begin{align*}
\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\mathbb{1}_{\left\{\tilde{\tau}_{n} \leq t\right\}} e^{(2 \lambda-\bar{\alpha}) \tilde{\tau}_{n}}\right] & =\int_{0}^{t} e^{(2 \lambda-\bar{\alpha}) s} e^{-\lambda s} \frac{\lambda^{n} s^{n-1}}{(n-1)!} d s \\
& =\lambda_{0}\left(\frac{\lambda}{\lambda_{0}}\right)^{n} \int_{0}^{t} e^{(\lambda-\bar{\alpha}) s} \frac{\left(\lambda_{0} s\right)^{n-1}}{(n-1)!} d s \\
& \leq \lambda_{0}\left(\frac{\lambda}{\lambda_{0}}\right)^{n} \int_{0}^{t} e^{(\lambda-\bar{\alpha}) s} e^{\lambda_{0} s} d s  \tag{6.16}\\
& =\lambda_{0}\left(\frac{\lambda}{\lambda_{0}}\right)^{n} \int_{0}^{t} e^{\left(\lambda+\lambda_{0}-\bar{\alpha}\right) s} d s \\
& \leq \frac{\lambda_{0}}{\lambda+\lambda_{0}-\bar{\alpha}}\left(\frac{\lambda}{\lambda_{0}}\right)^{n} e^{\left(\lambda+\lambda_{0}-\bar{\alpha}\right) t},
\end{align*}
$$

where the first equality follows from the fact that $\widetilde{\tau}_{n}$ has the Erlang distribution with rate $\lambda$. Consequently, applying (6.16), together with hypothesis (6.7), we see that

$$
\begin{align*}
& \bar{L}^{1 / 2} e^{-(\lambda-\bar{\alpha} / 2) t}\left(\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\mathbb{1}_{\left\{\widetilde{\tau}_{n} \leq t\right\}} e^{(2 \lambda-\bar{\alpha}) \widetilde{\tau}_{n}}\right]\right)^{1 / 2}\left(\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right]\right)^{1 / 2} \\
& \leq \mathcal{C}\left(\mu_{1}, \mu_{2}\right)^{1 / 2}\left(\frac{\bar{L} \lambda_{0}}{\lambda+\lambda_{0}-\bar{\alpha}}\right)^{1 / 2}\left(\frac{q \lambda}{\lambda_{0}}\right)^{n / 2} e^{-\left(\lambda-\lambda_{0}\right) t / 2} \tag{6.17}
\end{align*}
$$

Moreover, from (6.9) it follows that, for any $\bar{q}>0$,

$$
\begin{align*}
\widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}(\widetilde{N}(t)=n)^{1 / 2} \widehat{\mathbb{P}}_{\left(\mu_{1}, \mu_{2}\right)}(\kappa>n)^{1 / 2} & \leq\left(e^{-\lambda t} \frac{(\lambda t)^{n}}{n!} \cdot \mathcal{C}\left(\mu_{1}, \mu_{2}\right) q^{n}\right)^{1 / 2} \\
& =\mathcal{C}\left(\mu_{1}, \mu_{2}\right)^{1 / 2} e^{-\lambda t / 2}\left(\frac{\left(\lambda q \bar{q}^{-1} t\right)^{n}}{n!}\right)^{1 / 2} \bar{q}^{n / 2}  \tag{6.18}\\
& \leq \mathcal{C}\left(\mu_{1}, \mu_{2}\right)^{1 / 2} e^{-\lambda t / 2} e^{\lambda q \bar{q}^{-1} t / 2} \bar{q}^{n / 2} \\
& =\mathcal{C}\left(\mu_{1}, \mu_{2}\right)^{1 / 2} e^{-\lambda\left(1-q \bar{q}^{-1}\right) t / 2} \bar{q}^{n / 2}
\end{align*}
$$

Let us now take $\bar{q} \in(q, 1)$ and choose $\lambda_{0} \in(0, \lambda)$ so that $q \lambda \lambda_{0}^{-1}<1$. This choice guarantees that

$$
\gamma:=\min \left\{\frac{\lambda-\lambda_{0}}{2}, \frac{\lambda\left(1-q \bar{q}^{-1}\right)}{2}\right\}>0 \quad \text { and } \quad r:=\max \left\{\left(\frac{q \lambda}{\lambda_{0}}\right)^{1 / 2}, \bar{q}^{1 / 2}\right\} \in(0,1) .
$$

From (6.15), (6.17) and (6.18) we can now conclude that

$$
\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Psi^{(1)}(t), \Psi^{(2)}(t)\right) \mathbb{1}_{\{\widetilde{N}(t)=n\}}\right] \leq \mathcal{C}\left(\mu_{1}, \mu_{2}\right)^{1 / 2}\left[\left(\frac{\bar{L} \lambda_{0}}{\lambda+\lambda_{0}-\alpha}\right)^{1 / 2}+1\right] r^{n} e^{-\gamma t}
$$

Finally, defining $\widetilde{\mathcal{C}}\left(\mu_{1}, \mu_{2}\right):=\mathcal{C}\left(\mu_{1}, \mu_{2}\right)^{1 / 2}\left[\left(\bar{L} \lambda_{0}\right)^{1 / 2}\left(\lambda+\lambda_{0}-\alpha\right)^{-1 / 2}+1\right]$, we infer that

$$
\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Psi^{(1)}(t), \Psi^{(2)}(t)\right)\right] \leq \sum_{n=0}^{\infty} \widetilde{\mathcal{C}}\left(\mu_{1}, \mu_{2}\right) r^{n} e^{-\gamma t}=\frac{\widetilde{\mathcal{C}}\left(\mu_{1}, \mu_{2}\right)}{1-r} e^{-\gamma t} .
$$

Hence (6.8) holds with $\overline{\mathcal{C}}\left(\mu_{1}, \mu_{2}\right):=\widetilde{\mathcal{C}}\left(\mu_{1}, \mu_{2}\right)(1-r)^{-1}$ for $\mu_{1}, \mu_{2} \in \mathcal{R}$. The proof is now complete.
Lemmas 6.1, 6.2 and Theorem 5.1 enable us to prove the main result of this section, which reads as follows:
Theorem 6.1. Let $P$ be the transition operator of the chain $\Phi$, induced by (3.4), and let $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$denote the transition semigroup of the process $\Psi$, defined by (3.7). Further, suppose that conditions (S1), (S2) and (J1) are fulfilled with $L, \alpha, \tilde{a}$ satisfying (4.8), and that the following holds:
(C) There exists an augmented coupling $\widehat{\Phi}=\left\{\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}, \widetilde{\tau}_{n}\right)\right\}_{n \in \mathbb{N}_{0}}$ of the chain $\Phi$, with transition law $\widehat{P}$ satisfying (6.1), such that (6.2) holds with certain constants $q \in(0,1), C_{0}<\infty$ and the function $V$ defined by (4.9).
Then, if $J$ is Feller, the operator $P$ is $V$-exponentially ergodic in $d_{F M, c}$ (in the sense of Definition 2.1). Moreover, assuming that $J$ enjoys the strengthened Feller property specified by (J3), also the semigroup $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$is $V$-exponentially ergodic in $d_{F M, c}$ (in the sense of Definition 2.2).

Proof. First of all, from Lemma 4.1 it follows that $P$ satisfies condition (4.10) with $V$ given by (4.9) and the constants $a \in(0,1), b \geq 0$ specified in (4.11). Consequently, if $J$ is Feller (and thus so is $P$, due to Remark 3.1), then, by virtue of Lemma 6.1, the operator $P$ is exponentially ergodic in $d_{F M, c}$.

It therefore remains to prove that $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$is also exponentially ergodic, provided that the Feller property of $J$ is strengthened to condition (J3).

Let $\mu_{*}^{\Phi} \in \mathcal{M}_{\text {prob }}^{V}(X)$ be the unique invariant probability measure of $P$ (which exists by Lemma 6.1). Then, upon assuming (J3), Theorem 5.1 guarantees the existence of exactly one invariant probability measure $\mu_{*}^{\Psi}$ for $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$, which can be expressed as $\mu_{*}^{\Psi}=\mu_{*}^{\Phi} G$, where $G$ is the Markov operator induced by (5.1). Moreover, conditions (S1) and (S2) yield that $\mu_{*}^{\Psi} \in \mathcal{M}_{p r o b}^{V}(X)$.

Now, to complete the proof, it suffices to show that there exists a constant $\gamma>0$ and $\overline{\mathcal{C}}: \mathcal{M}_{\text {prob }}^{V}(X)^{2} \rightarrow \mathbb{R}_{+}$ such that

$$
\begin{equation*}
d_{F M, c}\left(\mu_{1} P_{t}, \mu_{2} P_{t}\right) \leq \overline{\mathcal{C}}\left(\mu_{1}, \mu_{2}\right) e^{-\gamma t} \quad \text { for any } \quad \mu_{1}, \mu_{2} \in \mathcal{M}_{p r o b}^{V}(X), t \geq 0 . \tag{6.19}
\end{equation*}
$$

As we have already seen in the proof of Lemma 6.1, from hypothesis (C) it follows that

$$
\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right] \leq \mathcal{C}\left(\mu_{1}, \mu_{2}\right) q^{n} \quad \text { for any } \quad \mu_{1}, \mu_{2} \in \mathcal{M}_{p r o b}^{V}(X), n \in \mathbb{N},
$$

where

$$
\mathcal{C}\left(\mu_{1}, \mu_{2}\right):=C_{0}\left(\left\langle V, \mu_{1}\right\rangle+\left\langle V, \mu_{2}\right\rangle+1\right) \quad \text { with some } \quad C_{0} \in \mathbb{R} .
$$

In view of Lemma 6.2, this, together with (S2), implies the existence of $\gamma>0$ and $\overline{\mathcal{C}}: \mathcal{M}_{\text {prob }}^{V}(X)^{2} \rightarrow \mathbb{R}_{+}$ such that

$$
\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Psi^{(1)}(t), \Psi^{(2)}(t)\right)\right] \leq \overline{\mathcal{C}}\left(\mu_{1}, \mu_{2}\right) e^{-\gamma t} \quad \text { for all } \quad \mu_{1}, \mu_{2} \in \mathcal{M}_{\text {prob }}^{V}(X), t \geq 0
$$

Finally, it suffices to observe that, for any $\mu_{1}, \mu_{2} \in \mathcal{M}_{1}^{V}(X)$ and $f \in \operatorname{Lip}_{b, 1}(X)$,

$$
\begin{aligned}
\left|\left\langle f, \mu_{1} P_{t}-\mu_{2} P_{t}\right\rangle\right| & =\left|\widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[f\left(\Psi^{(1)}(t)\right)-f\left(\Psi^{(2)}(t)\right)\right]\right| \\
& \leq \widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left|f\left(\Psi^{(1)}(t)\right)-f\left(\Psi^{(2)}(t)\right)\right| \\
& \leq \widehat{\mathbb{E}}_{\left(\mu_{1}, \mu_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Psi^{(1)}(t), \Psi^{(2)}(t)\right)\right] \leq \overline{\mathcal{C}}\left(\mu_{1}, \mu_{2}\right) e^{-\gamma t}
\end{aligned}
$$

which obviously assures (6.19), and thus ends the proof.
Remark 6.1. It is worth noting that condition (6.19) is achieved by using only (C) and (S2).

## 7. Sufficient conditions for the exponential ergodicity

This section is intended to construct a suitable coupling of $\Phi$, for which condition (C) of Theorem 6.1 is satisfied, which, in turn, will enable us to state a verifiable criterion for the exponential ergodicity of $P$ and $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$in the Fortet-Mourier distance. To do this, we shall need to employ all the hypotheses stated in Section 4 (except condition (J3)) and assume that the constant $c$, associated with the metric $\rho_{X, c}$, defined by (3.1), is large enough to assure (4.12).

### 7.1. The main result

Assuming that $Q_{j}: Y^{2} \times \mathcal{B}\left(Y^{2}\right) \rightarrow[0,1]$ is a substochastic kernel satisfying (4.3), let us consider $\bar{Q}_{P}: Z \times \mathcal{B}(Z) \rightarrow[0,1]$ (where $Z=X^{2} \times \mathbb{R}_{+}$), given by

$$
\begin{align*}
\bar{Q}_{P}\left(\left(x_{1}, x_{2}, s\right), D\right):= & \sum_{j \in I}\left(\pi_{i_{1}, j} \wedge \pi_{i_{2}, j}\right) \int_{0}^{\infty} \lambda e^{-\lambda h} \int_{Y^{2}} \mathbb{1}_{D}\left(\left(u_{1}, j\right),\left(u_{2}, j\right), h+s\right)  \tag{7.1}\\
& \times Q_{J}\left(\left(S_{i_{1}}\left(h, y_{1}\right), S_{i_{2}}\left(h, y_{2}\right)\right), d u_{1} \times d u_{2}\right) d h
\end{align*}
$$

for any $x_{1}:=\left(y_{1}, i_{1}\right), x_{2}:=\left(y_{2}, i_{2}\right) \in X, s \in \mathbb{R}_{+}$and $D \in \mathcal{B}(Z)$.
It is then easy to see that $Q_{P}$ is also a substochastic kernel, and, for any $x_{1}, x_{2} \in X, s \in \mathbb{R}_{+}, A \in \mathcal{B}(X)$ and $T \in \mathcal{B}\left(\mathbb{R}_{+}\right)$, we have

$$
\begin{align*}
& \bar{Q}_{P}\left(\left(x_{1}, x_{2}, s\right), A \times X \times \mathbb{R}_{+}\right) \leq P\left(x_{1}, A\right), \\
& \bar{Q}_{P}\left(\left(x_{1}, x_{2}, s\right), X \times A \times \mathbb{R}_{+}\right) \leq P\left(x_{2}, A\right),  \tag{7.2}\\
& \bar{Q}_{P}\left(\left(x_{1}, x_{2}, s\right), X^{2} \times T\right) \leq E_{\lambda}(s, T),
\end{align*}
$$

where $E_{\lambda}(s, \cdot)$ denotes the distribution with density $t \mapsto \mathbb{1}_{[s, \infty)}(t) \lambda e^{\lambda(t-s)}$. This enables us to define a substochastic kernel $R_{P}: Z \times \mathcal{B}(Z) \rightarrow[0,1]$ so that, on cubes $D:=A_{1} \times A_{2} \times T$, where $A_{1}, A_{2} \in \mathcal{B}(X)$ and $T \in \mathcal{B}\left(\mathbb{R}_{+}\right)$, the measure $\bar{R}_{P}\left(\left(x_{1}, x_{2}, s\right), \cdot\right)$ is given by

$$
\begin{align*}
\bar{R}_{P}\left(\left(x_{1}, x_{2}, s\right), D\right):= & \frac{1}{\left[1-\bar{Q}_{P}\left(\left(x_{1}, x_{2}, s\right), Z\right)\right]^{2}} \\
& \times\left[P\left(x_{1}, A_{1}\right)-\bar{Q}_{P}\left(\left(x_{1}, x_{2}, s\right), A_{1} \times X \times \mathbb{R}_{+}\right)\right]  \tag{7.3}\\
& \times\left[P\left(x_{2}, A_{2}\right)-\bar{Q}_{P}\left(\left(x_{1}, x_{2}, s\right), X \times A_{2} \times \mathbb{R}_{+}\right)\right] \\
& \times\left[E_{\lambda}(s, T)-\bar{Q}_{P}\left(\left(x_{1}, x_{2}, s\right), X^{2} \times T\right)\right]
\end{align*}
$$

when $\bar{Q}_{P}\left(\left(x_{1}, x_{2}, s\right), Z\right)<1$, and $\bar{R}_{P}\left(\left(x_{1}, x_{2}, s\right), D\right):=0$ otherwise.
A simple computation shows that $\widehat{P}: \mathcal{B}(Z) \times Z \rightarrow[0,1]$ given by

$$
\begin{equation*}
\widehat{P}\left(\left(x_{1}, x_{2}, s\right), D\right):=\bar{Q}_{P}\left(\left(x_{1}, x_{2}, s\right), D\right)+\bar{R}_{P}\left(\left(x_{1}, x_{2}, s\right), D\right) \tag{7.4}
\end{equation*}
$$

for any $x_{1}, x_{2} \in X, s \geq 0$ and $D \in \mathcal{B}(Z)$ defines a stochastic kernel satisfying conditions (6.1). In other words, the kernel defined in this way can play the role of transition law of the augmented coupling $\widehat{\Phi}:=\left\{\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}, \widetilde{\tau}_{n}\right)\right\}_{n \in \mathbb{N}_{0}}$ discussed in Section 6.

What is more, one can show that, under suitable assumptions, such a coupling fulfils hypothesis (C) of Theorem 6.1, which is stated precisely in the following result:

Proposition 7.1. Suppose that conditions (S1)-(S4), (J1) and (J2) hold with constants L, $\alpha$, ã satisfying (4.8). Then the coupling $\widehat{\Phi}$ with transition law $\widehat{P}$ defined by (7.4) satisfies (6.2) with $V$ given by (4.9), sufficiently large $c$, specified by (4.12), and certain constants $q \in(0,1)$ and $C_{0}<\infty$.

The proof of this statement proceeds almost in the same way as that of [15, Lemma 2.3], provided that hypotheses (B1)-(B5) stated in [15, Section 2] are fulfilled for the operator $P$, given by (3.4), and the kernel $Q_{P}: X^{2} \times \mathcal{B}\left(X^{2}\right) \rightarrow[0,1]$ of the form

$$
\begin{equation*}
Q_{P}\left(\left(x_{1}, x_{2}\right), C\right):=\bar{Q}_{P}\left(\left(x_{1}, x_{2}, 0\right), C \times \mathbb{R}_{+}\right), \quad x_{1}, x_{2} \in X, C \in \mathcal{B}\left(X^{2}\right) \tag{7.5}
\end{equation*}
$$

where $\bar{Q}_{P}$ is defined by (7.1). These hypotheses (also assumed in [29, Theorem 2.1]) can be derived quite easily from the assumptions of Proposition 7.1. The proof of this claim, as well as a suitable adaptation of the reasoning employed in [15], which eventually proves Proposition 7.1, are postponed to Section 7.3.

In view of Proposition 7.1, we can replace hypothesis (C) of Theorem 6.1 with conditions (S3), (S4) and (J2), which, together with (S1), (S2) and (J1), guarantee the existence of a suitable coupling of $\Phi$. This leads us to the main result of the paper:

Theorem 7.1. Suppose that conditions (S1)-(S4), (J1) and (J2) hold with L, $\alpha$, ã satisfying (4.8). Further, let $V$ be given by (4.9), and let c be large enough to assure (4.12). Then, if J is Feller, the transition operator $P$ of the chain $\Phi$, induced by (3.4), is $V$-exponentially ergodic in $d_{F M, c}$. Moreover, if (J3) holds as well, then also the transition semigroup $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$of the process $\Psi$, defined by (3.7), is $V$-exponentially ergodic in $d_{F M, c}$.

### 7.2. Application to the model with jumps generated by random iterations

Let us look closer at the case that has already been mentioned in Remark 3.2. For simplicity of notation, we will skip the perturbations (the linear structure of $Y$ is then not required). In such a case, the kernel $J$ is the transition law of an iterated function system, consisting of an arbitrary set $\left\{w_{\theta}: \theta \in \Theta\right\}$ of continuous
transformations from $Y$ to itself and the associated collection of probability densities $\Theta \ni \theta \mapsto p_{\theta}(y) \in \mathbb{R}_{+}$, $y \in Y$, with respect to $\vartheta$, for which $\int_{\Theta} p_{\theta}(y) \vartheta(d \theta)=1$ for any $y \in Y$. Here, $(\Theta, \mathcal{B}(\Theta), \vartheta)$ is a topological space with a non-trivial Borel measure $\vartheta$. Moreover, we assume that the maps $(y, \theta) \mapsto w_{\theta}(y)$ and $(y, \theta) \mapsto p_{\theta}(y)$ are product measurable.

In the above-described setting, $J$ is given by

$$
\begin{equation*}
J(y, B)=\int_{\Theta} \mathbb{1}_{B}\left(w_{\theta}(y)\right) p_{\theta}(y) \vartheta(d \theta) \quad \text { for } \quad y \in Y, B \in \mathcal{B}(Y) \tag{7.6}
\end{equation*}
$$

and $P$ takes the form

$$
\begin{equation*}
P((y, i), A)=\sum_{j \in I} \pi_{i j} \int_{0}^{\infty} \lambda e^{-\lambda h} \int_{\Theta} \mathbb{1}_{A}\left(w_{\theta}\left(S_{i}(h, y), j\right)\right) p_{\theta}\left(S_{i}(h, y)\right) \vartheta(d \theta) d h \tag{7.7}
\end{equation*}
$$

for any $y \in Y, i \in I$ and $A \in \mathcal{B}(X)$. Moreover, note that, in this framework, the first coordinate of the chain $\Phi$ can be expressed explicitly by the recursive formula:

$$
Y_{n+1}=w_{\theta_{n+1}}\left(Y\left(\tau_{n+1}-\right)\right)=w_{\theta_{n+1}}\left(S_{\xi_{n}}\left(\Delta \tau_{n+1}, Y_{n}\right)\right) \text { a.s } \quad \text { for } \quad n \in \mathbb{N}_{0}
$$

where $\left\{\theta_{n}\right\}_{n \in \mathbb{N}}$ is an appropriate sequence of random variables with values in $\Theta$, such that

$$
\begin{equation*}
\mathbb{P}_{\nu}\left(\theta_{n+1} \in D \mid S_{\xi_{n}}\left(\Delta \tau_{n+1}, Y_{n}\right)=y\right)=\int_{D} p_{\theta}(y) \vartheta(d \theta) \text { for } D \in \mathcal{B}(\Theta), y \in Y, n \in \mathbb{N} \tag{7.8}
\end{equation*}
$$

and the transition laws of $\left\{\xi_{n}\right\}_{n \in \mathbb{N}_{0}}$ and $\left\{\tau_{n}\right\}_{n \in \mathbb{N}_{0}}$ are determined by (3.5) and (3.6), respectively.
We shall impose the following assumptions on the transformations $y \mapsto w_{\theta}(y)$ and densities $\theta \mapsto p_{\theta}(y)$ (in the spirit of those made in [29, Proposition 3.1]; cf. also [41] and [42, Theorem 3.1]): there exist $y^{*} \in Y$, for which

$$
\begin{equation*}
\tilde{b}:=\sup _{y \in Y} \int_{\Theta} \rho_{Y}\left(w_{\theta}\left(y^{*}\right), y^{*}\right) p_{\theta}(y) \vartheta(d \theta)<\infty \tag{7.9}
\end{equation*}
$$

and positive constants $\tilde{a}, \eta$ and $\tilde{l}$ such that, for any $y_{1}, y_{2} \in Y$,

$$
\begin{gather*}
\int_{\Theta} \rho_{Y}\left(w_{\theta}\left(y_{1}\right), w_{\theta}\left(y_{2}\right)\right) p_{\theta}\left(y_{1}\right) \vartheta(d \theta) \leq \tilde{a} \rho_{Y}\left(y_{1}, y_{2}\right)  \tag{7.10}\\
\int_{\Theta\left(y_{1}, y_{2}\right)} p_{\theta}\left(y_{1}\right) \wedge p_{\theta}\left(y_{2}\right) \vartheta(d \theta) \geq \eta \tag{7.11}
\end{gather*}
$$

where

$$
\Theta\left(y_{1}, y_{2}\right):=\left\{\theta \in \Theta: \rho_{Y}\left(w_{\theta}\left(y_{1}\right), w_{\theta}\left(y_{2}\right)\right) \leq \tilde{a} \rho_{Y}\left(y_{1}, y_{2}\right)\right\}
$$

and

$$
\begin{equation*}
\int_{\Theta}\left|p_{\theta}\left(y_{1}\right)-p_{\theta}\left(y_{2}\right)\right| \vartheta(d \theta) \leq \tilde{l} \rho_{Y}\left(y_{1}, y_{2}\right) \tag{7.12}
\end{equation*}
$$

Remark 7.1. Note that (7.9) is trivially satisfied in the case where $\Theta$ is compact, and $\theta \mapsto w_{\theta}\left(y^{*}\right)$ is continuous for some $y^{*} \in Y$.

Theorem 7.1 allows us to establish the following result:

Proposition 7.2. Suppose that the kernel $J$ is of the form (7.6), and the transformations $w_{\theta}$ are continuous. Further, assume that there exist $y^{*} \in Y$ and positive constants $\tilde{a}, \tilde{b}, \eta, \tilde{l}$ such that conditions (7.9)-(7.12) hold. Then (J1)-(J3) are satisfied with the same $y^{*}, \tilde{a}, \tilde{b}, \eta$ and $\tilde{l}$. If, additionally, conditions (S1)-(S4) are fulfilled with $L$ and $\alpha$ such that (4.8) holds, then both the transition operator $P$ of $\Phi$ (induced by (7.7) in this case) and the transition semigroup $\left\{P_{t}\right\}_{t \in \mathbb{R}_{+}}$of $\Psi$, defined by (3.7), are $V$-exponentially ergodic in $d_{F M, c}$ with $V$ given by (4.9) and sufficiently large $c$, specified by (4.12).

Proof. In view of Theorem 7.1, it suffices to show that conditions (J1)-(J3) hold.
First of all, note that (J1) follows immediately from (7.9) and (7.10), since

$$
J \rho_{Y}\left(\cdot, y^{*}\right)(y)=\int_{\Theta} \rho_{Y}\left(w_{\theta}(y), y^{*}\right) p_{\theta}(y) \vartheta(d \theta) \leq \tilde{a} \rho_{Y}\left(y^{*}, y\right)+\tilde{b} \quad \text { for all } \quad y \in Y .
$$

Now, we will show that (J2) is fulfilled with $Q_{J}: X^{2} \times \mathcal{B}\left(X^{2}\right) \rightarrow[0,1]$ given by

$$
\begin{equation*}
Q_{J}\left(\left(y_{1}, y_{2}\right), C\right):=\int_{\theta} \mathbb{1}_{C}\left(w_{\theta}\left(y_{1}\right), w_{\theta}\left(y_{2}\right)\right)\left(p_{\theta}\left(y_{1}\right) \wedge p_{\theta}\left(y_{2}\right)\right) \vartheta(d \theta) \tag{7.13}
\end{equation*}
$$

for any $y_{1}, y_{2} \in Y$ and $C \in \mathcal{B}\left(Y^{2}\right)$. Obviously, $Q_{J}$ is a substochastic kernel satisfying (4.3). Condition (7.10) yields that, for any $y_{1}, y_{2} \in Y$,

$$
Q_{J} \rho_{Y}\left(y_{1}, y_{2}\right)=\int_{\theta} \rho_{Y}\left(w_{\theta}\left(y_{1}\right), w_{\theta}\left(y_{2}\right)\right)\left(p_{\theta}\left(y_{1}\right) \wedge p_{\theta}\left(y_{2}\right)\right) \vartheta(d \theta) \leq \tilde{a} \rho_{Y}\left(y_{1}, y_{2}\right)
$$

which gives (4.4). Further, (7.11) implies (4.5), since, for any $y_{1}, y_{2} \in Y$, we have

$$
Q_{J}\left(\left(y_{1}, y_{2}\right), \widetilde{U}\left(\tilde{a} \rho_{Y}\left(y_{1}, y_{2}\right)\right)\right)=\int_{\Theta\left(y_{1}, y_{2}\right)} p_{\theta}\left(y_{1}\right) \wedge p_{\theta}\left(y_{2}\right) \vartheta(d \theta) \geq \eta>0
$$

with $\widetilde{U}(\cdot)$ defined by (4.6). Finally, (4.7) can be easily concluded from hypothesis (7.12) and the inequality $s \wedge t \geq s-|s-t|$, which is valid for any $s, t \in \mathbb{R}$.

What is left is to show that (J3) holds. To this end, let $g \in C_{b}\left(Y \times \mathbb{R}_{+}\right)$and fix $\left(y_{0}, t_{0}\right) \in Y \times \mathbb{R}_{+}$. Then, again using (7.12), we see that

$$
\begin{aligned}
\left|J g\left(\cdot, t_{0}\right)\left(y_{0}\right)-J g(\cdot, t)(y)\right| \leq & \int_{\Theta}\left|g\left(w_{\theta}\left(y_{0}\right), t_{0}\right) p_{\theta}\left(y_{0}\right)-g\left(w_{\theta}(y), t\right) p_{\theta}(y)\right| \vartheta(d \theta) \\
\leq & \int_{\Theta}\left|g\left(w_{\theta}\left(y_{0}\right), t_{0}\right)-g\left(w_{\theta}(y), t\right)\right| p_{\theta}\left(y_{0}\right) \vartheta(d \theta) \\
& +\|g\|_{\infty} \tilde{l}_{\rho_{Y}}\left(y_{0}, y\right) \quad \text { for any } \quad(y, t) \in Y \times \mathbb{R}_{+} .
\end{aligned}
$$

Consequently, having in mind the continuity of $g$ and $w_{\theta}$, we can conclude that $Y \times \mathbb{R}_{+} \ni(y, t) \mapsto J g(\cdot, t)(y)$ is jointly continuous, by applying the Lebesgue dominated convergence theorem. The use of Theorem 7.1 now ends the proof.

Remark 7.2. Obviously, Proposition 7.2 remains valid if $J$ is defined exactly as in Remark 3.2 (provided that $Y$ is a closed subset of a Banach space). The proof is then almost the same as that given above. In that case, however, one needs to consider $Q_{J}$ of the form

$$
Q_{J}\left(\left(y_{1}, y_{2}\right), C\right):=\int_{\operatorname{supp} \nu} \int_{\Theta} \mathbb{1}_{C}\left(w_{\theta}\left(y_{1}\right)+v, w_{\theta}\left(y_{2}\right)+v\right)\left(p_{\theta}\left(y_{1}\right) \wedge p_{\theta}\left(y_{2}\right)\right) \vartheta(d \theta) \nu(d v) .
$$

Example 7.1. A simple consequence of Proposition 7.2 is that conditions (J1)-(J3) are satisfied with $\tilde{a}=1$ for every stochastic kernel $J$ defined as the shift of a Borel probability measure on a separable Banach space $(Y,\|\cdot\|)$ with finite first moment with respect to $\|\cdot\|$. In particular, the conclusions of Theorem 7.1 are then valid whenever (S1)-(S4) hold with $L+\alpha \lambda^{-1}<1$. More specifically, let $\vartheta$ be a Borel probability measure on $Y$ such that

$$
\begin{equation*}
\int_{Y}\|y\| \vartheta(d y)<\infty \tag{7.14}
\end{equation*}
$$

and consider $J(y, B)=\vartheta(B-y)$ for $y \in Y, B \in \mathcal{B}(Y)$. Then, taking $\Theta=Y$, we can write $J$ in the form (7.6) with $w_{\theta}(y)=y+\theta$ and $p_{\theta}(y)=1$ for any $y, \theta \in Y$. Having this in mind, one only needs to note that (7.9)-(7.12) hold with $y^{*}=0, \tilde{a}=1, \eta=1$ and any $\tilde{l}>0$. It is also worth mentioning here that, according to the celebrated Fernique theorem [23], condition (7.14) holds, e.g., for every centred Gaussian measure on $Y$.

In the case where $J$ is defined by (7.6) with $p_{\theta}(y)=1$ for all $\theta \in \Theta, y \in Y$ (assuming that $\vartheta$ is a probability measure on $\Theta$ ), the process $\{Y(t)\}_{t \in \mathbb{R}_{+}}$can be viewed as the solution to a Poisson-driven stochastic differential equation (see [17]), close in spirit to those examined, e.g., in [26,30,32]. The following example provides an interpretation of Proposition 7.2 in this particular case.

Example 7.2 (A Poisson-driven stochastic differential equation). Suppose that $Y$ is a closed subset of a separable Hilbert space $H$, endowed with an inner product $\langle\cdot \mid \cdot\rangle$, and that $\|\cdot\|$ is the norm induced by $\langle\cdot \mid \cdot\rangle$. Further, let $\vartheta$ be a Borel probability measure on $\Theta$.

Consider a Poisson random measure $\mathbf{N}$ on $\mathcal{B}\left(\mathbb{R}_{+} \times \Theta\right)$ with compensator $\ell_{1} \otimes \lambda \vartheta$ (where $\ell_{1}$ stands for the Lebesgue measure restricted to $\left.\mathcal{B}\left(\mathbb{R}_{+}\right)\right)$, i.e., such that the expectation of $\mathbf{N}(t, D):=\mathbf{N}([0, t] \times D)$ is equal to $t \lambda \vartheta(D)$ for any $t \geq 0$ and $D \in \mathcal{B}(\Theta)$. By [40, Theorem 54 and Corollary 55] (cf. also [27]) we know that such a random measure do exist on some probability space, and, what is more, the proof of this result shows that it can be written as

$$
\mathbf{N}(t, D)=\sum_{n=1}^{\infty} \mathbb{1}_{[0, t] \times D}\left(\tau_{n}, \theta_{n}\right) \quad \text { for any } \quad t \geq 0, D \in \mathcal{B}(\Theta)
$$

where $\left\{\tau_{n}\right\}_{n \in \mathbb{N}}$ and $\left\{\theta_{n}\right\}_{n \in \mathbb{N}}$ are independent sequences of random variables taking values in $\mathbb{R}_{+}$and $\Theta$, respectively, such that the increments $\Delta \tau_{n}:=\tau_{n}-\tau_{n-1}, n \in \mathbb{N}$ (where $\tau_{0}:=0$ ) are mutually independent and exponentially distributed with the same rate $\lambda$, while $\theta_{n}, n \in \mathbb{N}$, are identically distributed with common density $h$. Then, for any given $D \in \mathcal{B}(\Theta)$, the variables $\tau_{n}$ can be viewed as the jump times of the Poisson process $\{\mathbf{N}(t, D)\}_{t \in \mathbb{R}_{+}}$.

Finally, given continuous functions $\sigma: Y \times \Theta \rightarrow Y, A_{i}: Y \rightarrow H, i \in I$, and a sequence $\left\{\xi_{n}\right\}_{n \in \mathbb{N}_{0}}$ of $I$-valued random variables, consider the stochastic differential equation of the form

$$
\begin{equation*}
d Y(t)=A_{\xi(t)}(Y(t)) d t+\int_{\Theta} \sigma(Y(t-), \theta) \mathbf{N}(d t, d \theta), \quad t \geq 0 \tag{7.15}
\end{equation*}
$$

for an unknown process $\{Y(t)\}_{t \geq 0}$ taking values in $Y$, with initial condition $Y(0)=Y_{0}$, where $\xi(t):=\xi_{n}$ whenever $\mathbf{N}(t, \Theta)=n$ (or equivalently, $t \in\left[\tau_{n}, \tau_{n+1}\right)$ ) for every $n \in \mathbb{N}$. By a solution of this initial value problem we mean a càdlàg process $\{Y(t)\}_{t \in \mathbb{R}_{+}}$satisfying

$$
Y(t)=Y_{0}+\int_{0}^{t} A_{\xi(s)}(Y(s)) d s+\int_{0}^{t} \int_{\Theta} \sigma(Y(s-), \theta) \mathbf{N}(d s, d \theta), \quad t \geq 0
$$

As we have mentioned in Remark 4.3, upon assuming that $A_{i}$ are dissipative and enjoy the range condition, that is, (4.15) and (4.16) hold with some $\alpha \leq 0$, for every $i \in I$, there exists a semiflow $S_{i}: \mathbb{R}_{+} \times Y \rightarrow Y$ such that $\mathbb{R}_{+} \ni t \mapsto S_{i}(t, y)$ is the unique solution of the problem $u^{\prime}(t)=A_{i} u(t), u(0)=y$ for any $y \in Y$. Then, following the reasoning in $[17, \S 5.2]$, one can show that the solution of (7.15) has the form

$$
Y(t)= \begin{cases}S_{\xi_{n}}\left(t-\tau_{n}, Y\left(\tau_{n}\right)\right) & \text { if } t \in\left[\tau_{n}, \tau_{n+1}\right)  \tag{7.16}\\ w_{\theta_{n+1}}\left(Y\left(\tau_{n+1}-\right)\right) & \text { if } t=\tau_{n+1}\end{cases}
$$

where $w_{\theta}(y):=y+\sigma(y, \theta)$ for $y \in Y$ and $\theta \in \Theta$, and $\left\{\theta_{n}\right\}_{n \in \mathbb{N}}$ is a sequence of $\Theta$-valued random variables with conditional distributions specified by (7.8) with $p_{\theta}(y)=1$ for all $y \in Y$ and $\theta \in \Theta$. This means that the Markov process $\Psi:=\{(Y(t), \xi(t))\}_{t \in \mathbb{R}_{+}}$introduced in Section 3, for which the kernel $J$ is given by (7.6) with $w_{\theta}$ and $p_{\theta}$ defined as above, solves (7.15). We can therefore conclude from Proposition 7.2 that $\Psi$ is $V$-exponentially ergodic in $d_{F M, c}$ with $V(y, i):=\|y\|$ (for $\left.(y, i) \in Y \times I\right)$ and sufficiently large $c$, provided
that the following conditions hold:
(i) For some $y^{*} \in Y$ we have $\int_{\Theta}\left\|\sigma\left(y^{*}, \theta\right)\right\| \vartheta(d \theta)<\infty$;
(ii) There exists $a_{\sigma}>0$ such that

$$
\int_{\Theta}\left\|\sigma\left(y_{1}, \theta\right)-\sigma\left(y_{2}, \theta\right)\right\| \vartheta(d \theta) \leq a_{\sigma}\left\|y_{1}-y_{2}\right\| \quad \text { for any } \quad y_{1}, y_{2} \in Y
$$

(iii) There exists $\eta>0$ such that $\vartheta\left(\left\{\theta \in \Theta:\left\|\sigma\left(y_{1}, \theta\right)-\sigma\left(y_{2}, \theta\right)\right\| \leq a_{\sigma}\left\|y_{1}-y_{2}\right\|\right\}\right) \geq \eta$ for all $y_{1}, y_{2} \in Y$;
(iv) For every $i \in I$, the operator $A_{i}$ is bounded on bounded sets, it satisfies (4.15) with $\alpha<-\lambda a_{\sigma}$, and (4.16) holds.
(v) $\min _{i \in I} \pi_{i j_{0}}>0$ for some $j_{0} \in I$.

To see this, it suffices to observe that hypotheses (i)-(iii) imply that (7.9)-(7.11) are fulfilled with $y^{*}=0$, $\tilde{a}:=1+a_{\sigma}$ and the given $\eta$, whilst (7.12) holds trivially. Moreover, using (iv) we can deduce (by referring to Remark 4.3) that (S1)-(S3) are satisfied with the given $\alpha, L=1, \mathcal{L}(y)=2 \max _{i \in I}\left\|A_{i} y\right\|$ and $\varphi(t)=t$, and that $\tilde{a}+\alpha / \lambda=1+a_{\sigma}+\alpha / \lambda<1$, which yields (4.8). Finally, condition (S4) is just assumed in (v).

It is worth stressing here that, in fact, the assumption of the boundedness on bounded sets in (iii), imposed on $A_{i}$, is only needed in the presence of switching, i.e., if $I$ contains more than one element (since otherwise (S3) is satisfied trivially).

Remark 7.3. Let us note that Eq. (7.15) (without switching between dynamics) also resembles the one considered in [35], except the latter involves the so-called compensated Poisson measure instead of $\mathbf{N}$ itself. In the setup of Example 7.2, the equation from [35] takes the form

$$
\begin{equation*}
d Y(t)=A(Y(t)) d t+\int_{\Theta} \sigma(Y(t-), \theta)\left(\mathbf{N}-\ell_{1} \otimes \lambda \vartheta\right)(d t, d \theta) \tag{7.17}
\end{equation*}
$$

In [35], the authors assume that $Y$ is a reflexive Banach space such that $Y \hookrightarrow H \hookrightarrow Y^{*}$ (where $Y^{*}$ is the dual of $Y$ ) with dense and continuous embeddings, where $Y \hookrightarrow H$ is also compact, $A: Y \rightarrow Y^{*}$ is a strongly-weakly closed operator, and $\sigma: H \times \Theta \rightarrow H$ is a measurable map such that

$$
\begin{equation*}
\int_{\Theta}\|\sigma(y, \theta)\|^{2} \vartheta(d \theta)<\infty \quad \text { for any } \quad y \in Y \tag{7.18}
\end{equation*}
$$

Within this framework, they prove (see [35, Theorem 2.4]), among others, that the initial value problem associated with (7.17) admits a unique solution process (with almost all values in $Y$ ), which is $V$-exponentially ergodic (with $V(y)=\|y\|$ ) in the Fortet-Mourier distance. This is done (by entirely different methods than those used here) under condition (7.18), certain coercivity and growth hypotheses (involving the maps $A$ and $\sigma$ ), and the assumption that

$$
\begin{equation*}
2\left\langle A y_{1}-A y_{2} \mid y_{1}-y_{2}\right\rangle+\lambda \int_{\Theta}\left\|\sigma\left(y_{1}, \theta\right)-\sigma\left(y_{1}, \theta\right)\right\|^{2} \vartheta(d \theta) \leq \tilde{\alpha}\left\|y_{1}-y_{2}\right\|^{2} \tag{7.19}
\end{equation*}
$$

for any $y_{1}, y_{2} \in Y$ and some $\tilde{\alpha}<0$. In connection with Example 7.2, it is worth observing that, if we strengthen hypotheses (i) and (ii) by requiring, instead, that
(i') $\int_{\Theta}\left\|\sigma\left(y^{*}, \theta\right)\right\|^{2} \vartheta(d \theta)<\infty$ for some $y^{*} \in Y$,
(ii') There exists $a_{\sigma}>0$ such that

$$
\int_{\Theta}\left\|\sigma\left(y_{1}, \theta\right)-\sigma\left(y_{2}, \theta\right)\right\|^{2} \vartheta(d \theta) \leq a_{\sigma}\left\|y_{1}-y_{2}\right\|^{2} \quad \text { for any } \quad y_{1}, y_{2} \in Y
$$

then we will get (7.18), and by applying (ii') in conjunction with (iv), we can also derive (7.19) with $\tilde{\alpha}=2 \alpha+\lambda a_{\sigma}$, where $\tilde{\alpha}<0$ due to the assumption that $\alpha<-\lambda a_{\sigma}$. This comparison shows that the exponential ergodicity for the solution of (7.17) can also be attained by replacing (7.18) and (7.19) by conditions similar to those in Example 7.2, i.e. (i'), (ii') and (iv) (at least under the coercivity and growth assumptions from [35]).

At the end of this section, let us illustrate the usefulness of Proposition 7.2 by investigating a simple model of gene expression, which has already been mentioned in the introduction.

Example 7.3 (Gene Expression). Let $Y(t) \in \mathbb{R}_{+}$describe the concentration of some protein (encoded by a single structural gene) in a prokaryotic cell at time $t$. The protein molecules undergo degradation, which is interrupted by transcription occurring in the so-called bursts, followed by variable periods of inactivity. We assume that the bursts appear at random times $\tau_{1}<\tau_{2}<\cdots$, and that the inactivity periods $\Delta \tau_{n}$ are exponentially distributed with a common intensity $\lambda$, which is reasonable from the biological perspective. Since a prokaryotic mRNA can be efficiently transcribed and translated at the same time, the variables $\tau_{n}$ determine the moments of the protein production as well.

Moreover, we assume that the degradation rate depends linearly on the current amount of the gene product, and the proportionality coefficient changes under the influence of the bursts (which may cause occasional fluctuations in the environment, somehow perturbing the degradation dynamics). More precisely, given a finite collection $\left\{\alpha_{i}: i \in I\right\}$ of negative real numbers, we assume that the dynamics of the degradation process in the time interval $\left[\tau_{n}, \tau_{n+1}\right)$, provided that $Y\left(\tau_{n}\right)=y$, is governed by one of the initial-value problems

$$
u^{\prime}(t)=\alpha_{i} u(t), \quad u(0)=y, \quad \text { where } \quad i \in I,
$$

which generate the semiflows of the form $S_{i}(t, y)=e^{\alpha_{i} t} y$ for $t, y \geq 0$ and $i \in I$. Furthermore, we assume that the index $i$ of the dynamics in the interval $\left[\tau_{n}, \tau_{n+1}\right)$ is specified by an $I$-valued random variable $\xi_{n}$, which depends only on $\xi_{n-1}$, so that (3.5) holds. Consequently, we get $Y(t)=S_{\xi_{n}}\left(t-\tau_{n}, y\right)$ for $t \in\left[\tau_{n}, \tau_{n+1}\right)$, whenever $Y\left(\tau_{n}\right)=y$.

Finally, we let the amount of the protein produced at time $\tau_{n}$ be a random variable $\theta_{n}$ with values in some compact interval $\Theta:=[0, M]$, and we assume that it depends on $Y\left(\tau_{n}-\right)$ in accordance with (7.8). The process $\{Y(t)\}_{t \geq 0}$ then changes from $Y\left(\tau_{n}-\right)$ to $Y\left(\tau_{n}\right)=Y\left(\tau_{n}-\right)+\theta_{n}$ for every $n \in \mathbb{N}$.

In view of the above, defining $w_{\theta}(y):=y+\theta$ for $y \in \mathbb{R}_{+}, \theta \in \Theta$, and putting $\tau_{0}:=0$, we see that $\{Y(t)\}_{t \in \mathbb{R}_{+}}$(evolving on $Y=\mathbb{R}_{+}$) is of the form (7.16). Hence the process $\Psi:=\{(Y(t), \xi(t))\}_{t \in \mathbb{R}_{+}}$, where $\xi(t):=\xi_{n}$ for $t \in\left[\tau_{n}, \tau_{n+1}\right)$, can be viewed as an instance of the PDMP introduced in Section 3, for which the kernel $J$ is of the form (7.6). Furthermore, it is easily seen that conditions (7.9), (7.10) and (S1)-(S3) hold for this model with $y^{*}=0, \tilde{a}=1, L=1, \alpha=\max _{i \in I} \alpha_{i}, \varphi(t)=2 e^{\alpha t}$ and $\mathcal{L}(y)=y$. Since $\alpha<0$, we also get $\tilde{a} L+\alpha \lambda^{-1}=1+\alpha \lambda^{-1}<1$, which ensures (4.8). Consequently, according to Proposition 7.2 , the process $\Psi$ is $V$-exponentially ergodic in $d_{F M, c}$ with $V(y, i)=y$ and sufficiently large $c$, provided that $\min _{i \in I} \pi_{i j_{0}}>0$ for some $j_{0} \in I$ and the densities $\theta \mapsto p_{\theta}(y), y \in Y$, are such that (7.11) and (7.12) hold. One can check that the latter is attained whenever $c \geq 8 M(-\alpha)^{-1}(\lambda-\alpha)(2 \lambda-\alpha)+1$.

### 7.3. Proof of Proposition 7.1

Let $P$ and $Q_{P}$ be the kernels defined by (3.4) and (7.5), respectively. Moreover, consider the augmented coupling $\widehat{\Phi}$ of the chain $\Phi$ (constructed in Section 6) with transition law $\widehat{P}$ defined by (7.4). In particular, $\left\{\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right\}_{n \in \mathbb{N}_{0}}$ itself is then governed by the kernel

$$
\begin{equation*}
\widetilde{P}\left(\left(x_{1}, x_{2}\right), C\right):=\widehat{P}\left(\left(x_{1}, x_{2}, 0\right), C \times \mathbb{R}_{+}\right) \quad \text { for } \quad x_{1}, x_{2} \in X, C \in \mathcal{B}\left(X^{2}\right) . \tag{7.20}
\end{equation*}
$$

In order to prove Proposition 7.1, we first need to derive hypotheses (B1)-(B5), used in [15, Section 2] (and also assumed in [29, Theorem 2.1]), from conditions (S1)-(S4), (J1) and (J2), imposed in combination with (4.8) and (4.12). To begin, let $a, b$ be the constants specified in (4.11), and let $V$ stand for the function given by (4.9). Further, define $F:=G \cup K$, where

$$
\begin{gather*}
G:=\left\{\left(\left(y_{1}, i_{1}\right),\left(y_{2}, i_{2}\right)\right) \in X^{2}: i_{1}=i_{2}\right\} \\
K:=\left\{\left(\left(y_{1}, i_{1}\right),\left(y_{2}, i_{2}\right)\right) \in X^{2}: V\left(y_{1}, i_{1}\right)+V\left(y_{2}, i_{2}\right)<R\right\} \quad \text { with } \quad R:=\frac{4 b}{1-a} . \tag{7.21}
\end{gather*}
$$

Lemma 7.1. Suppose that conditions (S1)-(S4), (J1) and (J2) hold with L, $\alpha$, $\tilde{a}$ satisfying (4.8) and that $c$ is large enough to assure (4.12). Then the following statements are fulfilled:
(B1) We have $a \in(0,1), b \geq 0$, and $P V(x) \leq a V(x)+b$ for all $x \in X$.
(B2) $\operatorname{supp} Q_{P}\left(\left(x_{1}, x_{2}\right), \cdot\right) \subset F$ and

$$
\int_{X^{2}} \rho_{X, c}\left(w_{1}, w_{2}\right) Q_{P}\left(\left(x_{1}, x_{2}\right), d w_{1} \times d w_{2}\right) \leq a \rho_{X, c}\left(x_{1}, x_{2}\right) \quad \text { for any } \quad\left(x_{1}, x_{2}\right) \in F
$$

(B3) Defining $U(r):=\left\{\left(w_{1}, w_{2}\right) \in X^{2}: \rho_{X, c}\left(w_{1}, w_{2}\right) \leq r\right\}$ for any $r>0$, we have

$$
\inf _{\left(x_{2}, x_{2}\right) \in F} Q_{P}\left(\left(x_{1}, x_{2}\right), U\left(a \rho_{X, c}\left(x_{1}, x_{2}\right)\right)\right)>0
$$

(B4) There exists $l>0$ such that

$$
Q_{P}\left(\left(x_{1}, x_{2}\right), X^{2}\right) \geq 1-l \rho_{X, c}\left(x_{1}, x_{2}\right) \quad \text { for any } \quad\left(x_{1}, x_{2}\right) \in F
$$

(B5) There exist $\gamma \in(0,1)$ and $C_{\gamma}>0$ such that

$$
\widehat{\mathbb{E}}_{\left(x_{1}, x_{2}\right)}\left(\gamma^{-\sigma_{K}}\right) \leq C_{\gamma} \quad \text { whenever } V\left(x_{1}\right)+V\left(x_{2}\right)<R,
$$

where $\sigma_{K}:=\inf \left\{n \in \mathbb{N}:\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right) \in K\right\}$.
Proof. First of all, note that condition (B1) is guaranteed by Lemma 4.1.
The proof of the first part of (B2) goes as follows. Let $\left(x_{1}, x_{2}\right):=\left(\left(y_{1}, i_{1}\right),\left(y_{2}, i_{2}\right)\right) \in X^{2}$. Since $X^{2}$ is endowed with the product topology, we may consider it as a metric space with the distance

$$
\rho_{X^{2}, c}\left(\left(w_{1}, w_{2}\right),\left(z_{1}, z_{2}\right)\right):=\rho_{X, c}\left(w_{1}, z_{1}\right)+\rho_{X, c}\left(w_{2}, z_{2}\right) \quad \text { for } \quad\left(w_{1}, w_{2}\right),\left(x_{1}, x_{2}\right) \in X^{2} .
$$

The support of $Q_{P}\left(x_{1}, x_{2}, \cdot\right)$ can be then expressed as

$$
\operatorname{supp} Q_{P}\left(\left(x_{1}, x_{2}\right), \cdot\right)=\left\{\left(z_{1}, z_{2}\right) \in X^{2}: Q_{P}\left(\left(x_{1}, x_{2}\right), B_{X^{2}}\left(\left(z_{1}, z_{2}\right), \varepsilon\right)\right)>0 \text { for any } \varepsilon>0\right\}
$$

where $B_{X^{2}}\left(\left(z_{1}, z_{2}\right), \varepsilon\right)$ is the open ball in $\left(X^{2}, \rho_{X^{2}, c}\right)$ centred at $\left(z_{1}, z_{2}\right)$ with radius $\varepsilon$. Let

$$
\left(z_{1}, z_{2}\right):=\left(\left(u_{1}, j_{1}\right),\left(u_{2}, j_{2}\right)\right) \in X^{2} \backslash F
$$

Then, in particular, $\left(z_{1}, z_{2}\right) \notin G$, and thus $j_{1} \neq j_{2}$. This implies that, for any $\left(w_{1}, w_{2}\right):=\left(\left(v_{1}, j\right),\left(v_{2}, j\right)\right) \in G$, we have

$$
\rho_{X^{2}, c}\left(\left(w_{1}, w_{2}\right),\left(z_{1}, z_{2}\right)\right) \geq c\left(\mathbf{d}\left(j, j_{1}\right)+\mathbf{d}\left(j, j_{2}\right)\right) \geq c
$$

whence $B_{X^{2}}\left(\left(z_{1}, z_{2}\right), c\right) \cap G=\emptyset$. Taking into account the definition of $Q_{P}$, given in (7.5), we therefore obtain

$$
Q_{P}\left(\left(x_{1}, x_{2}\right), B_{X^{2}}\left(\left(z_{1}, z_{2}\right), c\right)\right)=Q_{P}\left(\left(x_{1}, x_{2}\right), B_{X^{2}}\left(\left(z_{1}, z_{2}\right), c\right) \cap G\right)=0
$$

which yields that $\left(z_{1}, z_{2}\right) \in X^{2} \backslash \operatorname{supp} Q_{P}\left(\left(x_{1}, x_{2}\right), \cdot\right)$.

Passing to the proof of the second part of (B2), let $\left(x_{1}, x_{2}\right)=\left(\left(y_{1}, i_{1}\right),\left(y_{2}, i_{2}\right)\right) \in F$. Then $i_{1}=i_{2}$ or $y_{1}, y_{2} \in B_{Y}\left(y^{*}, R\right)$ (due to the definition of $V$ ). Hence, from (S2) and (S3) it follows that

$$
\begin{align*}
\rho_{Y}\left(S_{i_{1}}\left(t, y_{1}\right), S_{i_{2}}\left(t, y_{2}\right)\right) & \leq \rho_{Y}\left(S_{i_{1}}\left(t, y_{1}\right), S_{i_{1}}\left(t, y_{2}\right)\right)+\rho_{Y}\left(S_{i_{1}}\left(t, y_{2}\right), S_{i_{2}}\left(t, y_{2}\right)\right) \\
& \leq L e^{\alpha t} \rho_{Y}\left(y_{1}, y_{2}\right)+\varphi(t) \mathcal{L}\left(y_{2}\right) \mathbf{d}\left(i_{1}, i_{2}\right)  \tag{7.22}\\
& \leq L e^{\alpha t} \rho_{Y}\left(y_{1}, y_{2}\right)+\varphi(t) M_{\mathcal{L}} \mathbf{d}\left(i_{1}, i_{2}\right),
\end{align*}
$$

where $M_{\mathcal{L}}$ is given by (4.13). Consequently, referring to the definition of $Q_{P}$, (4.4) and (4.12), we can conclude that

$$
\begin{aligned}
& \int_{X^{2}} \rho_{X, c}\left(w_{1}, w_{2}\right) Q_{P}\left(\left(x_{1}, x_{2}\right), d w_{1} \times w_{2}\right) \\
& =\sum_{j \in I}\left(\pi_{i_{1}, j} \wedge \pi_{i_{2}, j}\right) \int_{0}^{\infty} \lambda e^{-\lambda h} \int_{Y^{2}} \rho_{Y}\left(v_{1}, v_{2}\right) Q_{J}\left(\left(S_{i_{1}}\left(h, y_{1}\right), S_{i_{2}}\left(h, y_{2}\right)\right), d v_{1} \times d v_{2}\right) d h \\
& \leq \tilde{a} \lambda \int_{0}^{\infty} e^{-\lambda h} \rho_{Y}\left(S_{i_{1}}\left(h, y_{1}\right), S_{i_{2}}\left(h, y_{2}\right)\right) d h \\
& \leq \tilde{a} \lambda L\left(\int_{0}^{\infty} e^{-(\lambda-\alpha) h} d h\right) \rho_{Y}\left(y_{1}, y_{2}\right)+\tilde{a} \lambda M_{\mathcal{L}}\left(\int_{0}^{\infty} e^{-\lambda h} \varphi(h) d h\right) \mathbf{d}\left(i_{1}, i_{2}\right) \\
& =\frac{\tilde{a} \lambda L}{\lambda-\alpha} \rho_{Y}\left(y_{1}, y_{2}\right)+\frac{\tilde{a} \lambda L}{\lambda-\alpha} \frac{(\lambda-\alpha) M_{\mathcal{L}} K_{\varphi}}{L} \mathbf{d}\left(i_{1}, i_{2}\right) \leq a\left(\rho_{Y}\left(y_{1}, y_{2}\right)+c \mathbf{d}\left(i_{1}, i_{2}\right)\right) \\
& =a \cdot \rho_{X, c}\left(x_{1}, x_{2}\right),
\end{aligned}
$$

which is the desired claim.
We now proceed to show condition (B3). First, define $t_{0}:=\lim _{s \rightarrow \alpha} s^{-1} \ln \left(\lambda(\lambda-s)^{-1}\right)$, which is obviously positive, and observe that

$$
\begin{equation*}
\tilde{a} L e^{\alpha t} \leq \frac{\tilde{a} \lambda L}{\lambda-\alpha}=a \quad \text { for any } \quad t \leq t_{0} \tag{7.23}
\end{equation*}
$$

Now, let $\left(x_{1}, x_{2}\right)=\left(\left(y_{1}, i_{1}\right),\left(y_{2}, i_{2}\right)\right) \in F$, and note that, for any $u_{1}, u_{2} \in Y, j \in I$, and $0 \leq t \leq t_{0}$, we have

$$
\begin{equation*}
\left(u_{1}, u_{2}\right) \in \tilde{U}\left(\tilde{a} \rho_{Y}\left(S_{i_{1}}\left(t, y_{1}\right), S_{i_{2}}\left(t, y_{2}\right)\right)\right) \Rightarrow\left(\left(u_{1}, j\right),\left(u_{2}, j\right)\right) \in U\left(a \rho_{X, c}\left(x_{1}, x_{2}\right)\right) \tag{7.24}
\end{equation*}
$$

where $\widetilde{U}(\cdot)$ and $U(\cdot)$ are defined as in (4.6) and (B3), respectively. To see this, it suffices to apply conditions (7.22), (7.23) and (4.12), which ensure that, for any $t \leq t_{0}$ and every $\left(u_{1}, u_{2}\right) \in U\left(\tilde{a} \rho_{Y}\left(S_{i_{1}}\left(t, y_{1}\right), S_{i_{2}}\left(t, y_{2}\right)\right)\right)$,

$$
\begin{aligned}
\rho_{X, c}\left(\left(u_{1}, j\right),\left(u_{2}, j\right)\right) & =\rho_{Y}\left(u_{1}, u_{2}\right) \leq \tilde{a} \rho_{Y}\left(S_{i_{1}}\left(t, y_{1}\right), S_{i_{2}}\left(t, y_{2}\right)\right) \\
& \leq \tilde{a} L e^{\alpha t} \rho_{Y}\left(y_{1}, y_{2}\right)+\tilde{a} M_{\mathcal{L}} \varphi(t) \mathbf{d}\left(i_{1}, i_{2}\right) \\
& \leq a \rho_{Y}\left(y_{1}, y_{2}\right)+\tilde{a} M_{\mathcal{L}} M_{\varphi} \mathbf{d}\left(i_{1}, i_{2}\right) \\
& =a\left(\rho_{Y}\left(y_{1}, y_{2}\right)+\frac{M_{\mathcal{L}} M_{\varphi}(\lambda-\alpha)}{\lambda L} \mathbf{d}\left(i_{1}, i_{2}\right)\right) \leq a \rho_{X, c}\left(x_{1}, x_{2}\right),
\end{aligned}
$$

where $M_{\varphi}$ given by (4.14), whence $\left(\left(u_{1}, j\right),\left(u_{2}, j\right)\right) \in U\left(a \rho_{X, c}\left(x_{1}, x_{2}\right)\right)$. Now, using (7.24), together with (4.5), we obtain

$$
\begin{aligned}
& \int_{Y^{2}} \mathbb{1}_{U\left(a \rho_{X, c}\left(x_{1}, x_{2}\right)\right)}\left(\left(u_{1}, j\right),\left(u_{2}, j\right)\right) Q_{J}\left(\left(S_{i_{1}}\left(h, y_{1}\right), S_{i_{2}}\left(h, y_{2}\right)\right), d u_{1} \times d u_{2}\right) \\
& \geq \int_{Y^{2}} \mathbb{1}_{\widetilde{U}\left(\tilde{a} \rho_{Y}\left(S_{i_{1}}\left(h, y_{1}\right), S_{i_{2}}\left(h, y_{2}\right)\right)\right)}\left(u_{1}, u_{2}\right) Q_{J}\left(\left(S_{i_{1}}\left(h, y_{1}\right), S_{i_{2}}\left(h, y_{2}\right)\right), d u_{1} \times d u_{2}\right) \\
& =Q_{J}\left(\left(S_{i_{1}}\left(h, y_{1}\right), S_{i_{2}}\left(h, y_{2}\right)\right), \widetilde{U}\left(\tilde{a} \rho_{Y}\left(S_{i_{1}}\left(h, y_{1}\right), S_{i_{2}}\left(h, y_{2}\right)\right)\right)\right) \geq \eta \quad \text { for any } \quad h \leq t_{0} .
\end{aligned}
$$

Finally, from (S4) it follows that

$$
\begin{aligned}
Q_{P}\left(\left(x_{1}, x_{2}\right), U\left(a \rho_{X, c}( \right.\right. & \left.\left.\left.x_{1}, x_{2}\right)\right)\right) \\
\geq & \sum_{j \in I}\left(\pi_{i_{1}, j} \wedge \pi_{i_{2}, j}\right) \int_{0}^{t_{0}} \lambda e^{-\lambda h} \int_{Y^{2}} \mathbb{1}_{U\left(a \rho_{X, c}\left(x_{1}, x_{2}\right)\right)}\left(\left(u_{1}, j\right),\left(u_{2}, j\right)\right) \\
& \times Q_{J}\left(\left(S_{i_{1}}\left(h, y_{1}\right), S_{i_{2}}\left(h, y_{2}\right)\right), d u_{1} \times d u_{2}\right) d h \\
\geq & \left(\min _{i \in I} \pi_{i j_{0}}\right) \eta\left(1-e^{-\lambda t_{0}}\right)>0,
\end{aligned}
$$

with $\eta$ defined by (4.5), which gives (B3).
Now, we shall establish condition (B4). To do this, fix $\left(x_{1}, x_{2}\right):=\left(\left(y_{1}, i_{1}\right),\left(y_{2}, i_{2}\right)\right) \in F$, and note that, due to (4.7),

$$
\begin{align*}
Q_{P}\left(\left(x_{1}, x_{2}\right), X^{2}\right) & =\sum_{j \in I}\left(\pi_{i_{1}, j} \wedge \pi_{i_{2}, j}\right) \int_{0}^{\infty} \lambda e^{-\lambda h} Q_{J}\left(\left(S_{i_{1}}\left(h, y_{1}\right), S_{i_{2}}\left(h, y_{2}\right)\right), Y^{2}\right) d h  \tag{7.25}\\
& \geq \sum_{j \in I}\left(\pi_{i_{1}, j} \wedge \pi_{i_{2}, j}\right)-\tilde{l} \lambda \int_{0}^{\infty} e^{-\lambda h} \rho_{Y}\left(S_{i_{1}}\left(h, y_{1}\right), S_{i_{2}}\left(h, y_{2}\right)\right) d h
\end{align*}
$$

On other hand, referring again to (7.22), we get

$$
\begin{align*}
\int_{0}^{\infty} & e^{-\lambda h} \rho_{Y}\left(S_{i_{1}}\left(h, y_{1}\right), S_{i_{2}}\left(h, y_{2}\right)\right) d h \\
& \leq L\left(\int_{0}^{\infty} e^{-(\lambda-\alpha) h} d h\right) \rho_{Y}\left(y_{1}, y_{2}\right)+M_{\mathcal{L}}\left(\int_{0}^{\infty} e^{-\lambda h} \varphi(h) d h\right) \mathbf{d}\left(i_{1}, i_{2}\right)  \tag{7.26}\\
& \leq \frac{L}{\lambda-\alpha} \rho_{Y}\left(y_{1}, y_{2}\right)+M_{\mathcal{L}} K_{\varphi} \mathbf{d}\left(i_{1}, i_{2}\right)
\end{align*}
$$

Moreover, we can write

$$
\begin{equation*}
\sum_{j \in I} \pi_{i_{1}, j} \wedge \pi_{i_{2}, j} \geq 1-\mathbf{d}\left(i_{1}, i_{2}\right) \tag{7.27}
\end{equation*}
$$

Consequently, taking into account (7.25), (7.26), (7.27) and (4.12), we infer that

$$
\begin{aligned}
Q_{P}\left(\left(x_{1}, x_{2}\right), X^{2}\right) & \geq 1-\frac{\tilde{l} \lambda L}{\lambda-\alpha} \rho_{Y}\left(y_{1}, y_{2}\right)-\left(1+\tilde{l} \lambda M_{\mathcal{L}} K_{\varphi}\right) \mathbf{d}\left(i_{1}, i_{2}\right) \\
& \geq 1-\left(\frac{\tilde{l} \lambda L}{\lambda-\alpha}+1+\tilde{l} \lambda M_{\mathcal{L}} K_{\varphi}\right) \rho_{X, c}\left(x_{1}, x_{2}\right),
\end{aligned}
$$

which completes the proof of (B4).
What remains is to show that (B5) holds. To do this, we shall apply [29, Lemma 2.2] to the coupling $\left\{\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right\}_{n \in \mathbb{N}_{0}}$ with transition law $\widetilde{P}$, given by (7.20). For this purpose, it suffices to observe that, letting

$$
\widetilde{V}\left(x_{1}, x_{2}\right):=V\left(x_{1}\right)+V\left(x_{2}\right)=\rho_{Y}\left(y_{1}, y^{*}\right)+\rho_{Y}\left(y_{2}, y^{*}\right) \quad \text { for } \quad x_{1}=\left(y_{1}, i_{1}\right), x_{2}=\left(y_{2}, i_{2}\right) \in X^{2}
$$

we have

$$
\widetilde{P} \widetilde{V}\left(x_{1}, x_{2}\right) \leq a \widetilde{V}\left(x_{1}, x_{2}\right)+2 b \quad \text { for any } \quad\left(x_{1}, x_{2}\right) \in X^{2},
$$

which follows directly from (B1) and (7.22). The proof of Lemma 7.1 is now complete.
Having established Lemma 7.1, we can prove Proposition 7.1 by arguing as in the proof of [15, Lemma 2.1]. First of all, we need to be able to distinguish the case where the next step of the chain $\widehat{\Phi}$ is drawn only according to $\bar{Q}_{P}$ from the case when it is determined only by $\bar{R}_{P}$. For this aim, we consider $Z^{\star}:=Z \times\{0,1\}$,
which can be viewed as a copy of $Z=X^{2} \times \mathbb{R}_{+}$, split into two disjoint subsets $Z \times\{0\}$ and $Z \times\{1\}$. Then we define a new stochastic kernel $\widehat{P}^{\star}: Z^{\star} \times \mathcal{B}\left(Z^{\star}\right) \rightarrow[0,1]$ by setting

$$
\widehat{P}^{\star}\left(\left(x_{1}, x_{2}, s, k\right), H\right)=\left(\bar{Q}_{P}\left(\left(x_{1}, x_{2}, s\right), \cdot\right) \otimes \delta_{1}^{\star}\right)(H)+\left(\bar{R}_{P}\left(\left(x_{1}, x_{2}, s\right), \cdot\right) \otimes \delta_{0}^{\star}\right)(H)
$$

for any $x_{1}, x_{2} \in X, s \in \mathbb{R}_{+}, k \in\{0,1\}$ and $H \in \mathcal{B}\left(Z^{\star}\right)$, where $\delta_{0}^{\star}$ (resp. $\delta_{1}^{\star}$ ) stands for the Dirac measure at 0 (resp. at 1 ) on $2^{\{0,1\}}$. Obviously, for any $\left(x_{1}, x_{2}, s, k\right) \in Z^{\star}$ and $D \in \mathcal{B}(Z)$, we have

$$
\begin{aligned}
& \widehat{P}^{\star}\left(\left(x_{1}, x_{2}, s, k\right), D \times\{1\}\right)=\bar{Q}_{P}\left(\left(x_{1}, x_{2}, s\right), D\right), \\
& \widehat{P}^{\star}\left(\left(x_{1}, x_{2}, s, k\right), D \times\{0\}\right)=\bar{R}_{P}\left(\left(x_{1}, x_{2}, s\right), D\right), \\
& \widehat{P}^{\star}\left(\left(x_{1}, x_{2}, s, k\right), D \times\{0,1\}\right)=\widehat{P}\left(\left(x_{1}, x_{2}, s\right), D\right) .
\end{aligned}
$$

Further, we introduce the canonical Markov chain $\widehat{\Phi}^{\star}:=\left\{\left(\widehat{\Phi}_{n}^{\prime}, \kappa_{n}\right)\right\}_{n \in \mathbb{N}_{0}}$ with transition law $\widehat{P}^{\star}$, wherein $\widehat{\Phi}^{\prime}=\left\{\left(\Phi_{n}^{\prime(1)}, \Phi_{n}^{\prime(2)}, \tau_{n}^{\prime}\right)\right\}_{n \in \mathbb{N}_{0}}$ is an appropriate copy of $\widehat{\Phi}$, and $\kappa_{n}$ takes values in $\{0,1\}$. We therefore assume that $\widehat{\Phi}^{\star}$ is defined on the space $\left(\Omega^{\star}, \mathcal{F}^{\star}\right):=\left(\left(Z^{\star}\right)^{\mathbb{N}_{0}}, \mathcal{B}\left(\left(Z^{\star}\right)^{\mathbb{N}_{0}}\right)\right)$, equipped with an appropriate family $\left\{\widehat{\mathbb{P}}_{\left(x_{1}, x_{2}\right)}: x_{1}, x_{2} \in X\right\}$ of probability measures on $\mathcal{F}^{\star}$, such that $\widehat{\Phi}^{\star}$ starts at $\left(\left(x_{1}, x_{2}, 0\right), 0\right)$ almost surely with respect to $\widehat{\mathbb{P}}_{\left(x_{1}, x_{2}\right)}^{\star}$. The symbol $\widehat{\mathbb{E}}_{\left(x_{1}, x_{2}\right)}^{\star}$ will denote the expectation operator corresponding to $\widehat{\mathbb{P}}_{\left(x_{1}, x_{2}\right)}^{\star}$.

Let us now fix arbitrarily $\left(x_{1}, x_{2}\right) \in X^{2}$ and $n, M, N \in \mathbb{N}$ such that $n>M>N$. Further, consider the random times

$$
\sigma_{K}^{(N)}:=\inf \left\{m \geq N:\left(\Phi_{m}^{\prime(1)}, \Phi_{m}^{\prime(2)}\right) \in K\right\}, \quad \zeta:=\inf \left\{m \in \mathbb{N}: \kappa_{i}=1 \text { for any } i \geq m\right\}
$$

where $K$ is given by (7.21), and define

$$
H_{N, n}:=\left\{\kappa_{N}=\kappa_{N+1}=\cdots=\kappa_{n}=1\right\}, \quad H_{N, n}^{c}:=\Omega^{\star} \backslash H_{N, n} .
$$

Taking into account that $\widehat{\mathbb{P}}^{\star}\left(H_{N, n}^{c}\right) \leq \widehat{\mathbb{P}}^{\star}(\zeta>N)$, and that $\bar{\rho}_{X, c}\left(w_{1}, w_{2}\right) \leq 1$ for any $w_{1}, w_{2} \in X$, we can write the following estimate:

$$
\begin{aligned}
& \widehat{\mathbb{E}}_{\left(x_{1}, x_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right]=\widehat{\mathbb{E}}_{\left(x_{1}, x_{2}\right)}^{\star}\left[\bar{\rho}_{X, c}\left(\Phi_{n}^{\prime(1)}, \Phi_{n}^{\prime(2)}\right)\right] \\
&= \int_{X^{2}} \bar{\rho}_{X, c}\left(w_{1}, w_{2}\right) \widehat{\mathbb{P}}_{\left(x_{1}, x_{2}\right)}^{\star}\left(\left(\Phi_{n}^{\prime(1)}, \Phi_{n}^{\prime(2)}\right) \in d w_{1} \times d w_{2}\right) \\
& \leq\left.\int_{X^{2}} \bar{\rho}_{X, c}\left(w_{1}, w_{2}\right) \widehat{\mathbb{P}}_{\left(x_{1}, x_{2}\right)}^{\star} \mid \sigma_{K}^{(N)} \leq M\right\} \cap H_{N, n}\left(\left(\Phi_{n}^{\prime(1)}, \Phi_{n}^{\prime(2)}\right) \in d w_{1} \times d w_{2}\right) \\
&+\widehat{\mathbb{P}}_{\left(x_{1}, x_{2}\right)}^{\star}\left(\sigma_{K}^{(N)}>M\right)+\widehat{\mathbb{P}}_{\left(x_{1}, x_{2}\right)}^{\star}(\zeta>N),
\end{aligned}
$$

with the convention that $\left.\widehat{\mathbb{P}}_{\left(x_{1}, x_{2}\right)}^{\star}\right|_{H}(\cdot):=\widehat{\mathbb{P}}_{\left(x_{1}, x_{2}\right)}^{\star}(H \cap \cdot)$.
Since, according to Lemma 7.1, hypotheses (B1)-(B5) are fulfilled, we can now apply [15, Lemma 2.2] to conclude that there exist constants $C_{1}, C_{2}, C_{3} \geq 0, q_{1}, q_{2}, q_{3} \in(0,1)$ and $p \geq 1$ such that

$$
\widehat{\mathbb{E}}_{\left(x_{1}, x_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right] \leq\left(C_{1} q_{1}^{n-M}+C_{2} q_{2}^{M-p N}+C_{3} q_{3}^{N}\right)\left(1+V\left(x_{1}\right)+V\left(x_{2}\right)\right) .
$$

Finally, letting $n \geq\lceil 4 p\rceil$ and taking $N=\lfloor n /(4 p)\rfloor, M=\lfloor n / 2\rfloor$, we obtain

$$
\widehat{\mathbb{E}}_{\left(x_{1}, x_{2}\right)}\left[\bar{\rho}_{X, c}\left(\Phi_{n}^{(1)}, \Phi_{n}^{(2)}\right)\right] \leq \widetilde{C}_{0}\left(V\left(x_{1}\right)+V\left(x_{2}\right)+1\right) q^{n}
$$

with $q:=\left\{q_{1}^{1 / 2}, q_{2}^{1 / 4}, q_{3}^{1 /(4 p)}\right\}$ and $\widetilde{C}_{0}=\max \left\{q_{1}^{-1}, q_{3}^{-1}\right\}\left(C_{1}+2 C_{2}+2 C_{3}\right)$. Obviously, since $\bar{\rho}_{X, c} \leq 1$, this inequality holds, in fact, for all $n \in \mathbb{N}$ with $C_{0}:=q^{-\lceil 4 p\rceil} \max \left\{\widetilde{C}_{0}, 1\right\}$ in the place of $\widetilde{C}_{0}$. The proof of Proposition 7.1 is now complete.
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